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This paper presents position and vibration control of a flexible robot composed of two rigid
and one flexible links. Position is controlled by the current applied to the DC motor armature.
To control vibrations of the flexible structure, Shape Memory Alloys (SMA) are used. Due
to phase transformations, the SMA can change its stiffness through temperature variation,
considering and taking advantage of this characteristic the vibration control is done. Control
is achieved via the State Dependent Ricatti Equations (SDRE) technique, which uses sub-
optimal control and system local stability search. The simulation results show the feasibility
of the proposed control for the considered system.

Keywords: SDRE control, flexible robotic arm, SMA, active vibration control

1. Introduction

In the last decades, several researches on robotic manipulators with flexible links have come to
attention due to their many advantages over rigid manipulators (Kalyoncu, 2008).
Shawky et al. (2013) remarked that flexible manipulator systems offer several advantages

in contrast to the traditional rigid manipulator. The advantages include faster response, lower
energy consumption, relatively smaller actuators and less overall mass and, in general, smaller
final cost. Due to its flexible nature, control of these flexible systems takes into account both
rigid body and elastic degrees of freedom. It is important to recognize the flexible nature of
the manipulator and construct a mathematical model for the system that accounts for the
interactions between the actuators and payload.
According to Banks et al. (1996) and Gabbert and Schulz (1996), it is necessary to improve

robotic manipulators including the use of smart materials to assist control by changing the
structural behavior.
There are several studies suggesting solutions to the problem of handlers with flexible ele-

ments such as (Sawada et al., 2004), which have been exploited for the purposes of efficiency
and flexibility of a handler in microgravity environment. In Inifene (2007), the dynamics of a
flexible link and a comparative study of some implemented control is shown. (Heidari et al.,
2013) proposes a nonlinear finite element modeling of flexibility of handlers. In Grandinetti et
al. (2012), a three-degree-of-freedom cylindrical manipulator system with a flexible link on its
tip is studied and experimentally implemented, and the active vibration control is analyzed. In
Halim et al. (2014), the use of a decentralized vibration control scheme for suppressing vibration
of a multi-link flexible robotic manipulator using embedded smart piezoelectric transducers is
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investigated. In Pereira et al. (2012), an adaptive control applied to single link-flexible manipu-
lators, utilizing a feedback controller of the joint angle to guarantee trajectory tracking of the
joint angle with an adaptive input shaper updated by algebraic non-asymptotic identification is
proposed.
Bottega et al. (2009) proposed a tracking control model for a flexible link robotic manipulator

using simultaneously motor torques and piezoelectric actuators. Molter et al. (2010) used SDRE
control technique design for flexible manipulators using piezoelectric actuators. In Shawky et
al. (2013), the tip position of a one-link flexible manipulator was modeled and controlled. The
control strategy was based on the SDRE control design method in the context of application to
robotics. The experimental results revealed that the nonlinear SDRE controller was near optimal
and robust, and its performance compared favorably to the conventional PD controller strategy.
This work proposes the control of a robotic manipulator for aerospace applications. It is

composed of two rigid links modeled as proposed by Korayem et al. (2011), and one flexible
link modeled as proposed by Janzen et al. (2014). The gravity effects are not considered, similar
to the proposal presented by Sawada et al. (2004). In order to reduce vibrations of the flexible
manipulator, it is proposed to use SMAs. Shape Memory Alloys (SMAs) are a group of metallic
materials with the ability to return to a previously defined shape or size, after deformation, by
applying a specific temperature. This effect occurs due to the shift in the materials crystalline
structure between two different phases, called martensite and austenite (Piccirillo et al., 2008,
2009). When SMAs are heated, they present changes in crystal structure. These changes generate
large forces that can be used in actuator systems (Ge et al., 2013). In this way, SMAs can be
used in many application areas, like robotics, since they allow for a lighter weight manipulator
and longer links, which are important for aerospace applications.
The proposed feedback control system is designed to take the system into a desired coordi-

nate. The feedback control is obtained using SDRE. The SDRE control choice is because the
control computer algorithm is simple and highly effective for nonlinear feedback control. It has
been successfully used in robotic manipulators (Innocenti et al., 2000; Xin et al., 2001; Korayem
et al., 2010; Nekoo, 2013; Korayem and Nekoo, 2014, 2015a), and in robotic manipulators with a
flexible joint or/and with flexible link (Korayem et al. 2011; Fenili and Balthazar, 2011; Shawky
et al., 2013; Lima et al., 2014; Korayem and Nekoo, 2015b).
The paper is organized is as follows. Section 2 provides the dynamic model for a two rigid

and a flexible link manipulator. Section 3 presents the SDRE control project considering both
control of just positioning, without vibration control of the flexible link, as in the case of vibration
control of the flexible link by temperature variation (SMAs). Concluding remarks are given in
Section 4.

2. Mathematical model

The adopted manipulator model consists of two rigid links and the third flexible one. The DC
motors and joints of the robotic manipulator are presented in Fig. 1, and the transmission motor
torque to the manipulator is given by Eq. (2.6),
The governing equations of motions are obtained through Lagrangian formalism. To derive

the equations of motion of the manipulator, one needs the kinetic energy ℑ and the potential
energy Γ in the Lagrangian function L

L = ℑ− Γ (2.1)

Next, one must apply the equations of Euler-Lagrange (Lima et al., 2014)

d

dt

(∂L
∂θ̇i

)
− ∂L

∂θi
= τi (2.2)



SDRE applied to position and vibration control... 1069

Fig. 1. Schematic of the manipulator model, where θ1,2,3 are the joint angles of each link, θ4,5 are the
corresponding motor angles for the link, bs is the damping constant, k is the spring constant, and the

variable z is the displacement of the beam end

The right hand side of Eq. (2.2) are non-conservative forces. Thus, we obtain Eq. (2.3), the
equations of motion of the link (Korayem et al., 2011; Lima et al., 2014)

M(θ)θ̈ = −C(θ, θ̇)− F(θ̇) + τ (2.3)

whereM(θ) is the inertia matrix, θ̈ represents the acceleration of the i-th link, C(θ, θ̇) are the
centrifugal and Coriolis forces, F(θ̇) describes friction between the joint and the link and τ is
the torque effect on the rotors.
The system matrices C(θ, θ̇) and F(θ̇) are presented by

C(θ, θ̇) =



v11 v12 v13
v21 v22 v23
v31 v32 v33






θ̇1
θ̇2
θ̇M3


 F(θ̇) =



kaθ̇1
kaθ̇2
bv θ̇M3


 (2.4)

where v3×3 are the variables of centrifugal/coriolis forces.
The equations that define the dynamics of the DC motor, are obtained by Eq. (2.1) and Eq.

(2.2), and represented by

θ̈Mi =
bv θ̇Mi − ktii + τs

J
i̇i =
−RM ii − kbθ̇Mi + Vi

Lm
(2.5)

where θ̈Mi is the acceleration and θ̇Mi the velocity of DC motor, ii is the current, Vi is the
voltage applied in the DC motor armature, RM , kb and Lm are the resistance of the armature,
the electromotive force constant and the inductance of the armature of the motor, respectively.
For the coupling of the equations, we replace τi = τsi in Eqs. (2.3), (2.4) and (2.5)1, thus

considering the characteristic of the proposed model flexible joints, according to (Lima et al.,
2014)

τ s =



bs(θ̇M1 − θ̇1) + k(θM1 − θ1)
bs(θ̇M2 − θ̇2) + k(θM2 − θ2)

ki3


 (2.6)

The dynamics of the system with a flexible beam coupled to the shaft of the DC motor is
given by (Janzen et al., 2014)

i̇ =
−RM i− kbθ̇ + V

LM
θ̇v =

−bv θ̇ + kti− C(θ, θ̇) + EIφ′′0z
Jv

z̈ = −µż − w2z − αv θ̈ + θ̇2z
(2.7)
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where E is Young’s modulus and I is the moment of inertia of the cross section of the beam, z is
the displacement for the first mode of vibration of the beam and φ′′0 is the constant of the beam
vibration modes for the first mode, obtained by applying the assumed mode method (Fenili and
Balthazar, 2011). Thus, the proposed system is represented by Eq. (2.3) coupled with Eq. (2.7),
in the state space of the variables, represented by

ẋ1 = x2
ẋ2 = p11(−kx1 + kx3 + bsx4) + p12(−kx6 + kx8 + bsx9)− p13(EIφ′′0x14)
+ ϕ11x2 + ϕ12x6 + ϕ13x11

ẋ3 = x4

ẋ4 =
k

Jm
x1 +

bs
Jm

x2 −
k

Jm
x3 −

bs + bv
Jm

x4 +
kt
Jm

x5

ẋ5 = −
kb
Lm

x4 −
Rm
Lm

x5

ẋ6 = x7
ẋ7 = p21(−kx1 + kx3 + bsx4) + p22(−kx6 + kx8 + bsx9)− p23(EIφ′′0x14)
+ ϕ21x2 + ϕ22x6 + ϕ23x11

ẋ8 = x9

ẋ9 =
k

Jm
x6 +

bs
Jm

x7 −
k

Jm
x8 −

bs + bv
Jm

x9 +
kt
Jm

x10

ẋ10 = −
kb
Lm

x9 −
Rm
Lm

x10

ẋ11 = x12
ẋ12 = p31(−kx1 + kx3 + bsx4) + p32(−kx6 + kx8 + bsx9)− p33(EIφ′′0x14)
+ ϕ31x2 + ϕ32x6 + ϕ33x11

ẋ13 = −
kb
Lm

x14 −
Rm
Lm

x15

ẋ14 = x15

ẋ15 = −αvϕ31x12 − αv + (ω2 + αv(p33(EIφ′′0 + x212)))x14 − µx15

(2.8)

where x1 = θ1, x2 = θ̇1, x3 = θM1, x4 = θ̇M1, x5 = i1, x6 = θ2, x7 = θ̇2, x8 = θM2, x9 = θ̇M2 ,
x10 = i2, x11 = θM3 , x12 = θ̇M3, x13 = i3, x14 = z, x15 = ż and ϕnm are the nonlinear elements.
The index n indicates the equation of the system θ̈n it belongs to, andm is the corresponding

coefficient of velocity θ̇m. We can see the elements of ϕnm below

ϕ11 = p11(−ka − v11 − bs)− p12v21 − p13v31
ϕ12 = −p11v12 + p12(−v22 − ka − bs)− p13v32
ϕ13 = −p11v13 − p12v23 + p13(−v33 − bv)
ϕ21 = p21(−ka − v11 − bs)− p22v21 − p23v31
ϕ22 = −p21v12 + p12(−v22 − ka − bs)− p23v32
ϕ23 = −p21v13 − p12v23 + p23(−v33 − bv)
ϕ31 = p31(−ka − v11 − bs)− p32v21 − p33v31
ϕ32 = −p31v12 + p32(−v22 − ka − bs)− p33v32
ϕ33 = −p31v13 − p32v23 + p33(−v33 − bv)

(2.9)

and

p3×3 =M(θ)−1 (2.10)
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3. Proposed control

Consider system (2.8) in the form

ẋ = A(x)x+Bu (3.1)

where x ∈ ℜn is the state vector, A(x) ∈ ℜn×n is the state-dependent matrix, B ∈ ℜn×m is the
control matrix and u is a feedback control vector.
The proposed control u can be determined using SDRE control (Balthazar et al., 2014). The

methodology used in SDRE control makes the synthesis of LQR control gains varying in time
(Mracek and Cloutier, 1998). The quadratic cost function for the regulator problem is given by

J =
1
2

∞∫

t0

[eTQe+ uTRu] dt (3.2)

where Q ∈ ℜn×n and R ∈ ℜm×m are positive definite matrices, and

e =
[
x1 − x∗1 0 0 0 0 x2 − x∗2 0 0 0 0 x3 − x∗3 0 0 0 0

]T
(3.3)

where x are the system state variables, and x∗ is the desired state.
Assuming full state feedback, the control law is given by

u = −R−1BTPe (3.4)

The State-Dependent-Riccati equation to obtain P is given by

P(x)A(x) +A(x)TP(x)−P(x)BR−1BTP(x) +Q = 0 (3.5)

In numerical simulations, we consider two situations. First, we consider control of the handler
via DC motors at the joints without control of vibrations of the flexible beam. Next, we consider
control of the vibration of the flexible beam. It is assumed throughout this paper that the
parameters considered are presented in Table 1.

Table 1. Parameters for simulation

L1 = 0.5m L2 = 0.5m L3 = 1.2m

M1 = 1kg M2 = 1kg M3 = 1.318 · 10−4 kg
kt1 = 0.08Nm/A kt2 = 0.08Nm/A kt3 = 0.058 Nm/A

kb1 = 0.008V/rpm kb2 = 0.008V/rpm kb3 = 0.008V/rpm

bv1 = 0.2Nms/rad bv2 = 0.2Nms/rad bv3 = 4.62Nms/rad

Rm1 = 1.7Ω Rm2 = 1.7Ω Rm3 = 1.914Ω

Lm1 = 0.003 H Lm2 = 0.003 H Lm3 = 3.4 · 10−3H
E = 0.7 · 1011N/m2 Im = 6.54 · 10−5 kg/m2 Ie = 6.54 · 10−7 kg/m2

I = 1.56 · 10−13m4 µ = 0.1 φ′′0 = 4.898m

αv = 0.821 w = 11.3097 rad/s

The initial values for x are given by: x1(0) = π, x2(0) = 0, x3(0) = π, x4(0) = 0, x5(0) = 0,
x6(0) = 0.6981, x7(0) = 0, x8(0) = 0.6981, x9(0) = 0, x10(0) = 0, x11(0) = 0.5236, x12(0) = 0,
x13(0) = 0, x14(0) = 0 and x15(0) = 0.
The desired state is: x∗1 = 2.0944, x

∗
2 = 0, x

∗
3 = x3, x

∗
4 = x4, x

∗
5 = x5, x

∗
6 = −0.6981, x∗7 = 0,

x∗8 = x8, x∗9 = x9, x∗10 = x10, x∗11 = −0.5236, x∗12 = 0, x∗13 = x13, x13(0) = 0, x∗14 = 0 and
x∗15 = 0.
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3.1. Position control for DC motor (control I)

Consider the case in which the control u is applied only to position control of θ1, θ2 and θM3,
and flexible link vibrations are not controlled directly. Thus, we define Q, R = R1 and consider
u = [u1 u2 u3]T, A = [A1 A2], B = B1, where the control signal (u1, u2 and u3) represents
the voltage applied to the motor terminals (matrices Q, R1, A1, A2 and B1 in Appendix). In
Figs. 2a,b,c, we can observe the position error of the manipulator (θ1, θ2 and θM3), considering
only position control of the link by the motor current. In Fig. 2d, we can observe vibrations at
the tip of the flexible link (z).

Fig. 2. (a) Positioning θ1, (b) positioning θ2, (c) positioning motor θM3, (d) displacement of the beam z

Although the system controlled by the motors can position the links at the desired points,
we observe oscillations in the positioning (Fig. 2a,b,c) caused by vibrations of the flexible link
(Fig. 2d).

3.2. Position control for DC motor and beam deflection control (control II)

In the adopted second strategy we control θ1, θ2 and θM3 and control the flexible link
vibrations using SMAs fixed to the link. SMAs capacity to change their physical properties with
temperature variation allows for their use as means to vibration suppression of the flexible link.
Falk (1980, 1993) proposed the SMA mathematical model used in this paper. It is based on

the Devonshire theory that considers free energy in a polynomial form. This model does not
consider internal variables and potential dissipation to describe the pseudo-elasticity and the
shape memory effect. The Falk model considers only the temperature T and the deformation (ε)
(Janzen et al., 2014).
The SMA polynomial model was chosen due to its capacity to represent qualitatively the

pseudo-elasticity and shape memory effects of the SMA structure. The Helmholtz free energy ψ
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was chosen so there are minimum and maximum points that represent the stability and instability
of the SMA phases. The potential of free energy can be described by

ρψ(ε, T ) =
1
2
q(T − TM )ε2 −

1
4
bε4 +

b2ε6

24q(TA − TM )
(3.6)

The variables TA and TM are temperatures in which the austenitic and martensitic phases
are stable, q and b are positive constants. A constitutive equation can be written as (Savi et al.,
2002)

σ = q(T − TM )ε−
1
4
bε3 +

b2ε5

4q(TA − TM )
(3.7)

where b = 1.868·107MPa, q = 523.29MPa/K, TM = 364.3K and TM = 288K for (Cu-Zn-Al-Ni).
The SMA element can be coupled to the beam-like structure as a stiffness component which

can be described by

k(x, T ) = q(T − TM )x− bx3 + ex5 (3.8)

where

q =
qAr
L

b =
bAr
L3

e =
eAr
L5

Considering the case in which the objective is to position the beam-like link and reducing its
oscillations, we defineQ, R = R2 and consider uf = [u1 u2 u3 u4]T, A = [A1 A3] and B = B2
(matrices Q, R2, A1, A3 and B2 in Appendix). And considering: q = 1.56987, b = 114367.348
and e = 7232491.36 (Janzen et al., 2014).
The control signal (u1, u2 and u3) represents the voltage applied to the motor terminals, and

(u4) represents the temperature variation of the SMA given by

u4 = ∆T = T − TM (3.9)

In Figs. 3a,b and 3c, we can observe the manipulator position error (θ1, θ2 and θM3) consi-
dering the positioning control of links through the motors, and the vibration control of flexible
link through the use of SMA in Fig. 3d (z).
As we can see in Fig. 3, the addition of SMA reduces vibrations of the flexible link, therefore

reducing oscillations (θM3). Thus, we avoid inversion of the torques of the motors, which caused
the oscillations seen in Fig. 2.
In Fig 4a, we can observe the temperature variation of the SMA to control the vibration

of the flexible link (∆T ), and in Fig. 4b we present the comparative results between the two
control strategies proposed.
First, the structure is fully austenite, and it can be seen from Fig. 4 that no phase transfor-

mation occurs in the alloy, namely, the SMA remains in the austenite phase (TA ­ 364.3 K). This
variation of the parameter ∆T acts on the beam rigidity (Eq. (3.8)) and reduces the amplitude
of displacement of the flexible link as can be observed in Fig. 4b.
It is also possible to observe that ∆T remained at a constant value of ∆T = 77K for

t > 0.029 s, due to the need of keeping the SMA in the austenite phase, enables control of the
stiffness according to equation (3.8).
By applying DC control motors and using flexible SMA one observes a smoother response

for all angles θ1, θ2 and θM3 and a smaller amplitude of oscillation z.
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Fig. 3. (a) Positioning θ1, (b) positioning θ2, (c) positioning motor θM3, (d) displacement of the beam z

Fig. 4. (a) Temperature variation in SMA (u4 = T − 288 = ∆T ), (b) displacement of the beam z

4. Conclusion

We can observe in the simulations results that vibration control of the flexible link allows for
a more efficient control than the control provided by the motors only. This demonstrates the
importance of controlling vibrations of the flexible link. By using the polynomial model of
SMA it is possible to estimate the temperature variation in the SMA to attenuate vibrations
of the flexible link. The temperature variation of the SMA causes changes in their physical
characteristics, allowing for its use as a way to reduce vibrations of the flexible beam. The
numerical results show that the proposed control strategy using SMA in vibration control of
the flexible links is a good alternative to constructing lighter handlers with longer links, such as
those applied in aerospace activities.
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Appendix

A1 =




0 1 0 0 0 0 0 0 0 0
−p11k ϕ11 p11k p11bs 0 −p12k ϕ12 p12k p12bs 0
0 0 0 1 0 0 0 0 0 0
k
Jm

bs
Jm
− k
Jm
− bs+bvJm

kt
Jm

0 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 − kb

Lm
−RmLm 0 0 0 0 0

−p21k ϕ21 p21k p21bs 0 −p22k ϕ22 p22k p22bs 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 k

Jm
bs
Jm
− k
Jm
− bs+bvJm

kt
Jm

0 0 0 0 0 0 0 0 − kb
Lm

−RmLm
0 0 0 0 0 0 0 0 0 0
−p31k ϕ31 p31k p31bs 0 −p32k ϕ32 p32k p32bs 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0




BT1 =



0 0 0 1

LM
0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1
LM

0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1

LM
0 0




Q15×15 = {qij} qij =





0 if i 6= j
1 if i = 2, 3, 4, 5, 7, 8, 9, 10, 12, 13, 15
100 if i = 1, 6, 11, 14

R1 =



0.1 0 0
0 0.1 0
0 0 0.1


 R2 =




0.1 0 0 0
0 0.1 0 0
0 0 0.1 0
0 0 0 0.1




A2 =




0 0 0 0 0
0 ϕ13 p13kt −p13EIφ′′0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 ϕ23 p23kt −p23EIφ′′0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 ϕ33 p33kt −p33EIφ′′0 0
0 − kb

LM
−RMLM 0 0

0 0 0 0 1
0 −αvϕ33 αvp33kt w2 + αvp33EIφ′′0 + x

2
12 µ



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B2 =




0 0 0 0
0 0 0 0
0 0 0 0
1
LM

0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 1

LM
0 0

0 0 0 0
0 0 0 0
0 0 1

LM
0

0 0 0 0
0 0 0 −qx14




A3 =




0 0 0 0 0
0 ϕ13 p13kt −p13EIφ′′0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 ϕ23 p23kt −p23EIφ′′0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 ϕ33 p33kt −p33EIφ′′0 0
0 − kb

LM
−RMLM 0 0

0 0 0 0 1
0 −αvϕ33 αvp33kt w2 + αvp33EIφ′′0 + x

2
12 − x214(b− ex214) µ



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The paper presents the experimental verification of the most frequently used ductile fracture
criteria based on authors own experimental results and numerical calculations. Attention is
drawn to the large discrepancy of results of fracture prediction and experimental data for
six considered criteria. Based on own results, a new ductile fracture criterion for notched
specimens is proposed. In the criterion, it is assumed that fracture initiation occurs when
the maximum normal stress reaches a critical value depending on the maximum value of
plastic shear strain.

Keywords: numerical analysis, fracture of specimen with notches, ductile fracture criterion

1. Introduction

Exploration of the phenomena associated with ductile fracture of materials continues over 50
years. Attempts to describe ductile failure are carried out at two scales. The microscopic, where
fracture is a result of complex physical processes (Thomason, 1990; Öchsner et al., 2001; Bandsta
and Koss, 2004), and the macroscopic where fracture is assumed to be caused by state variables
which are components of the stress and strain tensor and their variation during load (Bao, 2001,
2005). Starting from the work by McClintock (1968), continuously more and more new fracture
criteria are created showing how important the problem is. Yanshan et al. (2012) proposed a
new ductile fracture criterion to model fracture behavior of sheet metals for nucleation, growth
and shear coalescence of voids during plastic deformation. Komori (2005) showed the effect of
various ductile fracture criteria on crack initiation and propagation during shearing and tensile
tests. Yanshan and Hoon (2013) presented evaluation of ductile fracture criteria in a general
three-dimensional stress state of stress triaxiality, the Lode parameter and the equivalent plastic
strain to fracture. Ma et al. (2015) presented damage evaluation in tube spinnability test using
ductile fracture criteria.
This study aims to select appropriate ductile fracture criteria (DFCs) in terms of damage

limits which have been obtained by mechanical tests, to accurately predict the forming limit and
damage evolution in the tube spinability test. Chena et al. (2015) calculated the sheet metal
forming limit prediction based on the general plastic work criterion and some ductile fracture
criteria. There is a continuing need to develop new and verify the existing criteria. Most of them
are due to the used material parameters and components of the stress or strain tensor which
is very complicated and often difficult to verify. Therefore, it is necessary to create a fracture
criterion, which is sufficiently simple and not containing many difficult to determine parameters
in order to predict fracture of material. Based on the authors’ own research results (Derpeński,
Seweryn, 2011, Derpeński, Seweryn, 2013), verification of selected ductile fracture criteria and
formulation of authors’ own stress fracture criterion, in which the critical stress value depends
on the value of the maximum plastic shear strain, is presented.
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2. Experimental tests

The main stage of experimental tests is the analysis of fracture in specimens with circumferential
notches (Fig. 1) whose dimensions have been selected so that different states of stress could be
obtained in the plane of notch symmetry (Derpeński and Seweryn, 2011). The dimensions of the
specimens selected for the analysis are listed in Table 1.

Fig. 1. A cylindrical notched specimen with radius rk and diameter φk

Table 1. Dimensions of specimens for experimental tests

Shape rk [mm] φk [mm] 2H [mm] D [mm]

I 0.3; 0.5; 1.0; 2.0; 4.0; 8.0; 15; 30 8.0
II 0.3; 0.5; 1.0; 2.0; 4.0; 8.0; 15; 30 7.0 120 10
III 0.3; 0.5; 1.0; 2.0; 4.0; 8.0; 15; 30 6.0

rk – notch radius; φk – specimen diameter at the root of the notch;
2H – height of the specimen; D – diameter of the specimen

The specimens have been extended by applying forced displacement controlled by means of
an extensometer with its measurement base of 25mm (Fig. 2).

Fig. 2. Round notched specimen with an axial extensometer

As a result of the conducted tests, the authors recorded the relations between the tensile
force and the elongation of the measurement base (l0 = 25mm) for each notch, particularly the
maximum (critical) displacement of the measurement base uc and the critical force Fc causing
fracture initiation in the specimen. The moment of fracture initiation indicates a significant
decrease in the force value in the force-displacement graph. Table 2 and 3 present the results
of tests on specimens with notches in different shapes as well as the averaged values of four
specimens: the maximum displacement uc and the critical force F c.
Figure 3 presents the dependence of the constant diameter at the root of the notch φk. The

curves shown in the graphs are the average values of four repetitions conducted for each type of
the specimen.



Ductile fracture criterion for specimens with notches made... 1081

Table 2. Results of fracture tests on notched specimens

No. of rk φk uc [mm]
uc Fc [kN]

F c
spec. [mm] [mm] [mm] [kN]

1 6 0.246 0.234 0.268 0.248 0.249 19.18 19.31 19.23 18.81 19.13
2 0.3 7 0.396 0.384 0.372 0.384 0.384 23.42 23.84 23.54 23.30 23.52
3 8 0.588 0.552 0.566 0.618 0.581 26.00 26.48 27.04 27.08 26.65
4 6 0.350 0.340 0.342 0.350 0.345 19.89 19.56 20.06 19.82 19.83
5 0.5 7 0.424 0.476 0.468 0.456 0.456 23.61 23.71 23.64 23.91 23.72
6 8 0.742 0.750 0.698 0.718 0.726 27.49 27.15 27.47 27.92 27.51
7 6 0.492 0.466 0.492 0.498 0.483 19.72 19.38 20.00 19.72 19.70
8 1.0 7 0.600 0.652 0.632 0.676 0.640 23.61 23.79 23.82 25.17 24.10
9 8 1.006 1.200 1.018 1.058 1.071 28.46 28.94 28.42 28.72 28.63
10 6 0.676 0.666 0.668 0.658 0.667 18.06 18.08 18.42 18.30 18.22
11 2.0 7 0.980 1.084 1.016 1.016 1.024 24.03 24.06 24.29 24.11 24.12
12 8 1.712 1.692 1.552 1.564 1.630 29.55 29.39 29.67 29.26 29.47
13 6 0.700 0.756 0.714 0.754 0.731 16.29 16.46 15.97 16.37 16.27
14 4.0 7 1.144 1.088 1.068 1.112 1.103 22.71 22.27 21.68 22.37 22.26
15 8 2.044 1.980 2.036 1.924 1.996 28.02 29.00 28.58 28.46 28.51
16 6 1.092 1.142 1.094 1.108 1.109 15.18 15.35 15.37 14.78 15.17
17 8.0 7 1.280 1.212 1.220 1.196 1.227 20.33 20.36 20.51 19.30 20.13
18 8 2.032 2.108 2.056 2.048 2.061 27.19 27.46 27.20 27.34 27.30
19 6 1.572 1.600 1.552 1.572 1.574 14.59 14.39 14.78 14.12 14.47
20 15.0 7 1.780 1.705 1.625 1.705 1.705 19.911 19.64 19.30 19.61 19.61
21 8 2.125 2.140 2.155 2.145 2.141 25.90 25.65 26.30 25.94 25.95
22 6 2.160 2.104 2.076 2.072 2.103 13.64 13.76 13.72 13.67 13.70
23 30.0 7 2.295 2.305 2.265 2.295 2.290 19.25 19.28 19.23 19.25 19.25
24 8 2.632 2.605 2.623 2.620 2.620 25.26 25.03 25.04 25.21 25.14

Additionally, the linear strain at the notch root for whole specimens at the fracture initiation
moment (Bringdman, 1964) has been calculated.

Table 3. Values of linear strain at the fracture initiation moment

rk 0.3 0.5 1 2
d0 6 7 8 6 7 8 6 7 8 6 7 8

df 5.312 6.084 7.042 5.306 6.236 7.139 5.382 6.325 7.199 5.519 6.286 7.131
εf 0.244 0.280 0.255 0.246 0.231 0.228 0.217 0.203 0.211 0.167 0.215 0.230
rk 4 8 15 30
d0 6 7 8 6 7 8 6 7 8 6 7 8

df 5.657 6.487 7.199 5.604 6.580 7.437 5.598 6.548 7.464 5.566 6.501 7.433
εf 0.118 0.152 0.211 0.137 0.124 0.146 0.139 0.133 0.139 0.150 0.148 0.147

The authors paid special attention to the influence of radius rk and diameter φk at the root of
the notch on the course of F -u graph as well as values of uc and Fc. The critical displacement uc
increases along with an increase in the radius rk, and the course of F -u relation becomes less
dramatic. In most cases, an increase in the radius rk resulted in a decrease in the critical force Fc.
An increase in the diameter φk at the root of the notch, with a constant radius rk, increased the
loading which resulted in the appearance of plastic strain in the specimen and also increased
the critical force Fc as well as critical displacement of the measurement base uc.
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Fig. 3. Comparison of the force-displacement dependence in the notched specimen: (a) φk = 6mm,
(b) φk = 7mm, (c) φk = 8mm

3. Numerical research

The stress and strain distribution in the specimens with notches made of aluminum alloy
EN-AW 2024 have been defined according to MSC.MARC software (Derpeński and Seweryn,
2013). The calculations allowed for the axial as well as notch symmetry. Four-nodal isopara-
metric finite elements have been applied. Geometric and material non-linearity has been taken
into consideration. For all the samples undertaken, in the plane symetry of notches, the same
division of finished elements has been used.
For all specimens, in the surface of notch symmetry, identical finite elements have been ap-

plied. The following boundary conditions are applied in calculations (Fig. 5): the axial symmetry
of the geometric model (ur = 0 on the specimen axis), notch symmetry (uz = 0 on the surface of
the notch symmetry). The load of the numerical calculation has been realized with the help of
the set displacement uc of the measurement base, which have been calculated for each specimen
type directly as a result of the experiment.
In order to describe the dependence between the stress σzz and the axial strain εzz in the

specimens, an elastic and plastic material model with isotropic hardening has been applied. The
Huber-von Misses plasticity yield criterion has been applied. The curve of material hardening
has been approximated with a broken line (straight segments). The shape of the hardening curve
up to necking has been determined directly from the experiment. The remaining curve range has
been defined with a repeated numerical calculations, taking the necking effect into consideration
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Fig. 4. Finite element mesh for specimens with diameter φk = 6mm

Fig. 5. Boundary conditions and loads used in numerical calculation

up to the moment when the shape of the curve force-displacement (F -u) from the numerical
calculations was close to the value of the curve force-displacement from experimental research.
Figure 6 shows the actual hardening curves σ-ε received in the complete range for aluminum
alloys.

Fig. 6. Stress-strain curve for aluminum alloy EN-AW 2024

Based on numerical results (Derpeński and Seweryn, 2013), it is found that the distribution
of σ1 depends on the size of rk. For notches with larger radii (rk ­ 2mm), these values are
located on the axis of the specimen. In the case of notches with smaller radii (rk < 2mm), the
maximum value of σ1 is found near to the notch root.
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It should be noted that in the case of specimens with rk = 0.3 and rk = 0.5mm, the
plasticization has not taken place in the entire cross-section of the symmetry plane of the notch.
In specimens with rk = 1 and rk = 2mm, at the moment of fracture initiation, complete
plasticization the cross-section in the plane symmetry of the specimen occured. Although, the
difference in values of stresses at the notch root and at the axis are very wide. Almost equal
plasticization takes place in the whole cross-section at the remaining specimens with notches
(rk = 4, 8, 15, 30mm). From the experimental research (Derpeński and Seweryn, 2011), it is
known that the surface of the fracture depends on the notch radius, and partially or fully cover
with the plane of symmetry of the notch. Therefore, the distributions of stress and strain fields
are subjected to detailed analysis in the plane of symmetry of the notch where the fracture
initiates. Figures 7-9 present selected distributions: stress and plastic strain tensor components,
the maximal plastic transverse strain at the critical load. The values of r (distance from the axis
of specimen) are normalized by φk. In Table 4 for EN-AW 2024 aluminum alloy, values of the
stress and plastic strain tensor components at the notch root and at the point of the maximum
normal stress at the moment of fracture initiation are given.

Fig. 7. The distribution of stress and plastic strains in the symmetry plane of the notch at the moment
of fracture initiation (rk = 0.3mm, aluminum alloy EN-AW 2024)

4. Verification of the ductile fracture criterion

In the literature, there are many papers on ductile fracture criteria for elements with notches.
Among them, a certain group stands out, e.g., papers by Wierzbicki et al. (2005), Venugopal et
al. (2003), Ozturk and Lee (2004), Han and Kim (2003) developed on the basis of the results of
experimental research and numerical calculations and, most often, used in engineering practice.
These criteria are described with the help of the scalar function

εf∫

0

f(σ) dεeq = C (4.1)

where σeq is the equivalence strain, εf – equivalence strain at the moment of fracture initiation,
σ – stress tensor, C – material constant. The stress function f(σ) is proposed as various in-
terdependencies between the components of the stress tensor, hydrostatistic stress, maximum
and equivalence stress. The constant C plays a role similar to the damage state variable in the
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Table 4. Stress and plastic strain tensor components in tensile specimens with notches at the moment
of fracture initiation (aluminum alloy EN-AW 2024)

rk φk Plastic strain Stress [MPa]
[mm] [mm] εrr εθθ εzz γmax σrr σθθ σzz

6 −0.232 −0.048 −0.019 −0.008 0.251 0.056 0.242 0.052 1.05 302.96 304.56 500.01 713.70 816.73
0.3 7 −0.267 −0.083 −0.020 −0.011 0.287 0.093 0.277 0.088 1.23 241.35 319.49 477.04 731.62 817.56

8 −0.243 −0.075 −0.019 −0.012 0.262 0.087 0.252 0.081 1.29 220.31 315.06 445.79 720.85 785.79
6 −0.234 −0.064 −0.034 −0.016 0.268 0.080 0.251 0.072 0.74 268.24 269.98 438.59 714.84 811.63

0.5 7 −0.220 −0.075 −0.026 −0.015 0.246 0.090 0.233 0.083 0.73 209.95 283.75 412.59 706.51 774.73
8 −0.217 −0.093 −0.025 −0.017 0.241 0.110 0.229 0.101 0.65 158.57 287.12 379.04 704.24 750.66
6 −0.207 −0.061 −0.063 −0.034 0.271 0.095 0.239 0.078 0.38 279.20 185.96 362.62 693.01 810.76

1.0 7 −0.193 −0.089 −0.044 −0.029 0.237 0.118 0.215 0.103 0.41 156.37 223.43 316.36 686.92 740.30
8 −0.201 −0.108 −0.041 −0.037 0.241 0.139 0.221 0.123 0.31 110.82 236.53 296.48 692.51 721.86
6 −0.159 −0.062 −0.093 −0.062 0.252 0.124 0.206 0.093 1.25 339.74 82.49 339.88 645.60 863.13

2.0 7 −0.205 −0.074 −0.092 −0.057 0.296 0.131 0.250 0.103 1.28 229.82 121.83 272.44 682.28 780.55
8 −0.219 −0.122 −0.081 −0.061 0.300 0.183 0.259 0.152 1.19 106.17 153.59 215.63 694.81 724.91
6 −0.112 −0.096 −0.103 −0.096 0.215 0.192 0.163 0.144 0.97 255.75 6.92 255.82 591.30 831.11

4.0 7 −0.145 −0.085 −0.108 −0.085 0.253 0.169 0.199 0.127 0.57 255.53 30.01 255.63 621.95 816.13
8 −0.201 −0.089 −0.125 −0.886 0.327 0.177 0.264 0.133 0.34 233.01 41.23 233.01 656.60 799.06
6 −0.130 −0.133 −0.115 −0.133 0.245 0.267 0.187 0.200 0.31 192.84 −30.48 192.84 587.27 806.14

8.0 7 −0.118 −0.120 −0.122 −0.120 0.240 0.241 0.181 0.181 0.48 201.69 −24.64 201.69 588.07 802.43
8 −0.139 −0.125 −0.155 −0.125 0.294 0.251 0.224 0.188 0.41 216.98 −24.50 216.97 613.47 822.75
6 −0.132 −0.164 −0.155 −0.164 0.287 0.328 0.221 0.246 0.61 161.42 −53.85 161.42 594.40 797.46

15.0 7 −0.127 −0.155 −0.148 −0.155 0.275 0.310 0.211 0.232 0.36 164.63 −46.63 164.58 592.92 795.86
8 −0.132 −0.147 −0.145 −0.147 0.277 0.294 0.211 0.221 0.45 170.65 −47.75 170.64 593.20 796.51
6 −0.143 −0.181 −0.169 −0.181 0.312 0.362 0.241 0.272 0.10 138.06 −73.36 138.19 592.25 783.08

30.0 7 −0.141 −0.178 −0.167 −0.178 0.308 0.357 0.237 0.268 0.20 143.42 −70.21 143.09 592.87 786.91
8 −0.140 −0.175 −0.164 −0.175 0.304 0.350 0.234 0.263 0.09 147.06 −67.80 147.05 593.10 789.14

white box – at the notch root, grey box – at the point of maximum normal stress
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Fig. 8. The distribution of stress and plastic strains in the symmetry plane of the notch at the moment
of fracture initiation (rk = 4mm, aluminum alloy EN-AW 2024)

Fig. 9. The distribution of stress and plastic strains in the symmetry plane of the notch at the moment
of fracture initiation (rk = 30mm, aluminum alloy EN-AW 2024)

damage mechanics. Our own results from experimental tests (Derpeński and Seweryn, 2011)
and numerical calculations of stress and strain fields (Derpeński and Seweryn, 2013) are used
for the verification. The most popular criteria (Derpeński and Seweryn, 2008) do not include
the material constant in the integrand function. The verification provides the following ductile
fracture criteria:
— Cockroft-Latham (1968)

εf∫

0

σmax dεeq = C (4.2)

— hydrostatic stress (McClintock, 1968)
εf∫

0

σH
σeq

dεeq = C (4.3)
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— Oh et al. (1979)

εf∫

0

σmax
σeq

dεeq = C (4.4)

— Brozzo et al. (1972)

εf∫

0

2σmax
3(σmax − σH)

dεeq = C (4.5)

— Rice-Tracey (1969)

εf∫

0

exp
(3
2
σH
σeq

)
dεeq = C (4.6)

— Le Roy et al. (1981)

εf∫

0

(σmax − σH) dεeq = C (4.7)

where σeq is the equivalence stress (in the Huber-von Mises sense), σmax – maximum normal
stress, σH – hydrostatistic stress, εeq – equivalence strains (in the Huber-von Mises sense).
Authors’ own numerical calculations (Derpeński and Seweryn, 2013) show that at the mo-

ment of the critical load, the maximum equivalence strain εf and maximum stress σmax, depen-
ding on the shape of the notch, appear in two places:

• εf – at the axis of the specimen (rk = 8, 15, 30mm) and at the notch root (rk = 0.3, 0.5,
1, 2, 4mm),

• σmax – near the notch root (rk = 0.3, 0.5, 1mm) and at the axis of the specimen (rk = 2,
4, 8, 15, 30mm).

Therefore, numerical calculations for these six criteria have been performed at the point
where the maximum stress values σmax appeared (in the plane of notch symmetry) and at the
notch root. The values of function f(σ) and equivalent strain for increasing displacement of the
measurement base ∆u have been calculated. Then, on the basis on each criterion, the value of C
coefficient has benn calculated. As a result, two values of C coefficient for the assumed material,
and type of the notch (at the notch root and at the point of maximal normal stress) have been
obtained. The calculation results for the aluminum alloy EN AW 2024 are shown graphically in
Fig. 10.
For each of the selected criteria (for specimens with different values of the notch radius rk

and the diameter at the notch root φk), the average value of the critical coefficient C and the
relative standard deviation s/C for these results have been determined. They are presented in
Table 5.
The verification of ductile fracture criteria known from the literature shows large discrepancy

between the results of the calculations and experimental data, namely:

• Standard deviation s, in reference to the average critical value of coefficient C, ranges from
10% to 17%;

• The maximum error for prediction of the fracture of specimens with notches fluctuates
from 18% to 43%;
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Fig. 10. Results obtained from: Cockcroft-Latham (a), McClintock (b), Oh et al. (c), Brozzo et al. (d),
Rice-Tracey (e), LeRoy et al. (f) criterion
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Table 5. Critical values of coefficient C

Criterion
EN-AW 2024

C s/C 1− (Cmin/C) (Cmax/C)− 1
Cockroft-Latham, Eq. (4.2) 175.59 0.153 0.236 0.276
McClintock, Eq. (4.3) 0.152 0.105 0.434 0.191
Oh et al., Eq. (4.4) 0.341 0.123 0.211 0.214
Brozzo et al., Eq. (4.5) 0.353 0.122 0.357 0.184
Rice-Tracey, Eq. (4.6) 0.624 0.119 0.178 0.178
LeRoy et al., Eq. (4.7) 98.80 0.172 0.182 0.340
Cmin – minimum value of coefficient C
Cmax – maximum value of coefficient C
C – average value of coefficient C
s – standard deviation

• With the two parameters defining the shape of the notch in the specimen, the notch
radius rk has larger influence on the dispersion of critical values of the coefficient C than
the diameter at the notch root φk.

Therefore, the use of these ductile fracture criteria in practical engineering calculations re-
quires extreme caution and should be limited to special cases documented experimentally.

5. New ductile fracture criteria for specimens with notches

The experimental verification of the selected ductile fracture criteria shows that they are not
very precise in predicting fracture of aluminum alloys in which there are stress concentrators
in form of notches of different shape. Therefore, the authors’ own experimental research results
and numerical modelling have been used to develop a new fracture criterion.
In the case when the fracture initiation occurs at the axis of symmetry of the specimen

(specimens with notch radii rk > 2mm), the fracture plane is perpendicular to the direction of
loading. In this plane, large normal stress values appear, which determine the fracture. In the
proposed fracture criteria for specimens with notches, it is assumed that the fracture initiation
appears when normal stress in this physical plane reaches critical values, depending on the
isotropic damage state variable ω due to plastic flow of the material, namely

max
(x0)

σmax = σc(1− ω) (5.1)

where σc is the critical stress for an undamaged material, x0 –position vector which determines
location of the fracture initiation.
The isotropic damage state variable ω in the proposed criterion, in the case of monotonic

loads, depends on the value of the maximum plastic shear strain γpmax

ω =
|γpmax|
γpc

(5.2)

where γpc is the critical plastic shear strain.
Figure 11 shows a comparison of the critical stress σmax in function of the maximum plastic

shear strain |γpmax| obtained on the basis of dependences (5.1) and (5.2) and experimental rese-
arch. Into consideration are only taken the specimens with notches for which σmax and |γpmax|
occur on the axis of symmetry of the specimen. These are the specimens with dimensions:
— rk = 2mm; φk = 6mm
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— rk = 4, 8, 15, 30mm; φk = 6, 7, 8mm

— without notch (smooth).

In the case of the examined aluminum alloy, the following critical values have been determi-
ned: σc = 876.5MPa, γpc = 2.42.
In figures below, the following indicators of points obtained from the experimental research

and numerical analysis are used: the first number shows rk, and the second (after the dash)
shows φk. In the figures, the places of points outermost from the line defining the proposed
ductile fracture criterion are marked by the dashed line.

Fig. 11. Dependence of the critical normal stress on the maximum plastic shear strain. Fracture at the
axis of the specimen

Another situation is faced in the case of specimens with small radii of notches. It is important
to investigate two potential places for fracture initiation:
• the notch root, where the maximum plastic transverse strain appears,
• the point at a certain distance from the notch root, where there is maximum normal stress
value.

In both cases, the fracture plane is perpendicular in the direction of the load and is covered
by the plane of symmetry of the notch. Figure 12 shows the normal stress σmax and the maximal
plastic shear strains γpmax in both the above-mentioned points for the specimens with small notch
radii. It is important to note that all values lie significantly below the line marking fracture
condition (5.1) and (5.2) (Fig. 11). It can therefore be concluded that the state of damage
inside the material is different than in a thin layer near the free surface. It is assumed that the
machining process, which has been used for blanking the notches, has made the initial damage
to the material. In the course, for example, of machining in the vicinity of the tool tip, a plastic
zone through which the fracture surface passes (separation surface of a material) occurs. In this
zone, large plastic strains appear, similar to those in the plastic zone ahead the crack tip. The
part of this zone remains during the machining, hence also, in some thin layer in the vicinity of
the free surface the plastic strain remains, and so the associated to them preliminary damage of
the material. This is also why, in the case of the free surface, it is necessary to modify formula
(5.2) in the following way

ω =
|γpmax|
γpc
+ ω0 (5.3)
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where ω0 is the preliminary damage of the material on the free surface resulting from the
manufacturing process.

Fig. 12. Dependence of the critical normal stress on the maximum plastic shear strain (fracture in the
vicinity of the notch root)

Taking into consideration the material damage ω0 on the surface of the notch, one can predict
the fracture of the specimens with notches with a small radius (rk ¬ 2mm). It is necessary to
take into account much larger values for plastic strains (as well as the maximum plastic shear
strains γpmax) for those specimens at the notch root. It can be therefore assumed that the fracture
initiation in the specimens with small radii of the notch rk appears at the notch root. Figure 12
shows that the points obtained from the experimental research and numerical analysis for the
values of stress and strain at the notch root are close to fracture condition (5.1) and (5.2). For
these points, the value of the preliminary material damage ω0 = 0.087 has been obtained.
The fracture condition on the surface of the notch is fulfilled for all specimens with notches, in

which the maximum normal stress and plastic shear strain (at the moment of fracture initiation)
are not located on the axis of symmetry. The same situation we have in the case of notches with
the following parameters: rk = 0.3mm; φk = 6 7, 8mm; rk = 0.5mm; φk = 6, 7, 8mm;
rk = 1mm; φk = 6, 7, 8mm; rk = 2mm; φk = 7, 8mm.

6. Conclusion

On the basis of the earlier experimental research conducted on specimens with notches made
of aluminum alloys EN-AW 2024, it follows that the normal stress vector component on the
critical plane determines the fracture. This plane, in the case of tensile specimens with not-
ches, is perpendicular to the load direction. It is assumed that the value of the critical normal
stress dependents on the maximal plastic shear strains, assuming that the accumulated damage
(and material weakening) occurs faster on the free surface than on the inside of the material.
Through the assumptions made, the formula of the proposed fracture criterion is characterized
by a simple relationship. It is also important to note that a better correlation of the results
of calculations on the basis of the proposed criterion with the experimental research has been
obtained than in the case of the verification criteria found in the literature. The mean error for
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fracture prediction of the specimens with notches has been found 1.6%, whereas the maximum
error of the modeling 4.6%

Acknowledgement

This work has been financially supported by National Science Centre (Poland) under the project
DEC-2011/03/B/ST8/06456.

References

1. Bandsta J.P., Koss D.A., 2004, A simulation of growth and coalescence of void during ductile
fracture, Materials Science and Engineering, 387, 399-403

2. Bao Y., 2001, Comparative Study on Various Fracture Criteria. Part II: Finite Element Analysis,
Cambridge, MIT.P.40

3. Bao Y., 2005, Dependence of ductile crack formation in tensile tests on stress triaxiality, stress
and strain ratios, Engineering Fracture Mechanics, 72, 505-522

4. Bringdman P.W., 1964, Studies in Large Plastic Flow and Fracture with Special Emphasis on the
Effects of Hydrostatic Pressure, Harvard University Press, Cambridge

5. Brozzo P., de Luka B., Rendina R., 1972, A new method for the prediction of formabili-
ty in metal sheets, Proceedings of the Seventh Biennial Conference on Sheet Metal Forming and
Formability – International Deep Drawing Research Group, 44

6. Chena J., Zhoub X., Chen J., 2015, Sheet metal forming limit prediction based on plastic
deformation energy, Journal of Materials Processing Technology, 315-322

7. Cockroft M.G., Latham M.G., 1968, Ductility and the workability of metals, Journal of the
Institute of Metals, 98, 33-41

8. Derpeński Ł., Seweryn A., 2008, Verification of selected fracture criteria of elements with
notches (in Polish), XXII Symposium Fatigue and Fracture Mechanic

9. Derpeński Ł., Seweryn A., 2011, Experimental research into fracture of EN-AW 2024 and
EN-AW 2007 aluminum alloy specimens witch notches subjected to tension, Experimental Mecha-
nics, 51, 1075-1094

10. Derpeński Ł, Seweryn A., 2013, Numerical, Analysis of the Strain and Stress State in Cylindrical
Notched Tensile Specimens, Materials Science, 49, 252–256

11. Han H.N., Kim K.H., 2003, A ductile fracture criterion in sheet metal forming process, Journal
of Materials Processing Technology, 142, 231–238

12. Komori K., 2005, Ductile fracture criteria for simulating shear by node separation method, The-
oretical and Applied Fracture Mechanics, 43, 101-114

13. Le Roy G., Embury J. D., Edward G., Ashby M.F., 1981, A model of ductile fracture based
on the nucleation and growth of voids, Acta Metallurgica, 29, 1509-1522

14. Ma H., Xu W., Jin B.C., Shan D., Nutt S.R., 2015, Damage evaluation in tube spinnability
test with ductile fracture criteria, International Journal of Mechanical Sciences, 100, 99-111

15. McClintock F.A., 1968, A criterion for ductile fracture by the growth of holes, Journal of Applied
Mechanics, 35, 353-371
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Geometrically nonlinear vibrations of beams with properties periodically varying along the
axis are investigated. The tolerance method of averaging differential operators with highly
oscillating coefficients is applied to obtain governing equations with constant coefficients.
The proposed model describes dynamics of the beam with the effect of microstructure size.
In an example, an analysis of undamped forced nonlinear vibrations of the periodic beam
is shown. Moreover, the results obtained for undamped free vibrations of periodic beams
by the tolerance model are justified by those results from the finite element method. These
results can be used as a benchmark in similar problems.

Keywords: nonlinear vibrations, periodic beams, tolerance modelling

1. Introduction

The paper concerns with geometrically nonlinear vibrations of beams with geometric and mate-
rial properties periodically varying along the x-axis. Moreover, such beams can interact with a
periodically inhomogeneous viscoelastic subsoil. A fragment of such a beam is shown in Fig. 1.

Fig. 1. A fragment of a periodic beam

Equations of motion of such structures have usually highly oscillating, periodic, non-
-continuous functional coefficients. For this reason, emphasis is placed on the formulation of
continuous models of the considered structures. In the proposed method of modelling, this is
performed by substituting the original equations with an effective model with constant coeffi-
cients. This makes it possible to avoid full discretization of the problem.
Structures with physical properties regularly arranged in the body domain are commonly

found in nature and are widely used in engineering. The continuous interest in such objects is due
to their specific properties. Properly designed composite structures are characterized by, among
others, favourable ratio of stiffness to weight. This, due to the trends in modern technology for the
design of lightweight, high-strength structures, indicates actuality of the problem. In particular,
periodic structures exhibit some interesting and desirable dynamic properties, namely, they may
serve as filters for some specific vibration frequency bands, cf. Banakh and Kempner (2010).
Analysis of the so-called locally resonant beams were published in numerous papers, e.g. by
Olhoff et al. (2012), where the optimization of beam geometry in order to obtain the maximum
width of the frequency band-gap leads to a periodic structure.
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Direct numerical modelling of structures of this kind, such as finite element discretization,
is one of the possible ways of analysis the considered problems. The computational cost of the
parametric analysis within the discretization approach is, however, proportional to the varia-
tion range of the parameters under consideration. Thus, it is advisable to strive to formulate
alternative continuous models in order to reduce the computational cost.
Among the analytical methods applied in stationary problems of periodic structures, the

most widespread are those based on the rigorous mathematical theory of asymptotic homoge-
nization of differential operators. In this approach, the actual periodic structure is modelled
as a homogeneous anisotropic structure with some effective properties. The above-mentioned
effective properties are obtained through analysis of the so-called periodicity cell problem. The
fundamentals of this theory are described by Bensoussan et al. (1978), Sanchez-Palencia (1980),
Bakhvalov and Panasenko (1984), Jikov et al. (1994), Lewiński and Telega (2000), Krysko et
al. (2008). Some various works are devoted to derivation of micro-periodic beam equilibrium
equations in the frame of homogenization theory, wherein the starting point of analysis are
three-dimensional elasticity theory equations, see Kolpakov (1991, 1995, 1998, 1999), Syerko et
al. (2013). Certain analytical approaches and the finite element method are also used to evalu-
ate strength and buckling of sandwich beams having corrugated cores, e.g. by Magnucki et al.
(2013).
The literature on the problems of linear vibrations of periodic beams is extensive. In most

of the research papers, attention is focused on local resonance properties of such structures.
The two-scale asymptotic expansions are applied by He et al. (2013) in analysis of beams with
periodically variable stiffness. A common approach making use of the theory of Floquet-Bloch
waves in the analysis. This was applied in the analysis of the Timoshenko (Chen and Wang,
2013) and Euler-Bernoulli (Chen, 2013) beam vibrations. The problem of wave propagation in
a periodic elastically supported beam was considered by Yu et al. (2012) using the transfer
matrix method. The direct approach with use of the Heaviside step function in the case of the
forced oscillation of the plate band on a periodic elastic substrate was applied by Sylvia and
Hull (2013), where the investigations were brought to a one-dimensional problem.
Description of dynamic problems within geometrically linear theories imposes severe re-

strictions on deformations, limiting the displacements order to the smallest dimension of the
structural element considered. Since the considered structures are slender at the macro level,
this limitation makes it impossible to correctly analyze the whole spectrum of their applicability.
In addition, some physical phenomena that occur in vibrations of nonlinear systems which have
a significant impact on motion characteristics are impossible to investigate in terms of lineari-
zed theories. Nonlinear vibrations of homogeneous nano-beams cooperating with a homogeneous
visco-elastic substrate were considered by Wang and Li (2014), vibrations of the sandwich beams
by Krysko et al. (2008). The paper by Awrejcewicz et al. (2011) contains comparison of nonli-
near vibration models of the Euler-Bernoulli beam derived through FEM discretization and the
finite differences method. Despite the large number of studies dealing with non-linear vibrations
(e.g. Sedighi et al., 2013; Hryniewicz and Kozioł, 2013), the majority of publications relates to
systems with a relatively small number of degrees of freedom.
In this contribution, in order to replace differential equations with highly oscillating co-

efficients by equations with constant coefficients, the tolerance modelling, see Woźniak and
Wierzbicki (2000), Woźniak et al. (2008, 2010) is applied. This approach was introduced for the
purpose of analysis of various thermomechanical problems of periodic elastic composites in a
series of papers, e.g. for thin periodic plates on a foundation by Jędrysiak (1999), for micro-
-periodic beams under moving load by Mazur-Śniady and Śniady (2001),for periodic beams for
plates with the microstructure size of an order of the plate thickness – for periodic thin by
Mazur-Śniady et al. (2004), for periodic medium-thickness by Baron (2006), for thin functional-
ly graded by Jędrysiak (2013), for multiperiodic fibre reinforced composites by Jędrysiak and
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Woźniak (2006), for periodic shells by Tomczyk (2007), for functionally graded plates by Wi-
rowski (2012). This technique was also used in vibration analysis of periodic beams within the
linear theory by Mazur-Śniady (1993), where the equations of motion and their generalization by
including the influence of the axial force, elastic subsoil and viscous damping were derived. The
books by Woźniak and Wierzbicki (2000), Woźniak et al. (2008, 2010) contain the fundamentals
of this theory and numerous examples of application.
The main aim of this note is to derive averaged governing equations of the nonlinear tolerance

model of dynamics of periodic beams on a viscoelastic foundation and show a certain application
of this model to a special problem. Moreover, some justifications of the results by the proposed
model are presented by the results obtained from the finite element method for a benchmark
problem of free vibrations of a linear periodic beam.

2. Formulation of the problem

The object under consideration is a linearly elastic prismatic beam, bilaterally interacting with
a periodic viscoelastic foundation. Let Oxyz be an orthogonal Cartesian coordinate system in
which the Ox axis coincides with the axis of the beam, the cross section of the beam is symmetric
with respect to the plane of the load Oxz, the load acts in the direction of the axis Oz. The
problem can be treated as one-dimensional, so that we define the region occupied by the beam
as Ω ≡ [0, L], where L stands for the beam length.
The beam is assumed to be made of many repetitive small elements, called periodicity cells,

defined as ∆ ≡ [−l/2, l/2], where l ≪ L is length of the cell and named the microstructure
parameter.
Our considerations are based on the Rayleigh theory of beams with von Kármán type non-

linearity. Since we are interested in the transverse vibrations only, the effect of axial inertia is
neglected in further considerations. Let ∂k = ∂k/∂xk be the k-th derivative of a function with re-
spect to the x coordinate, overdot stands for the derivative with respect to time. Let w = w(x, t)
be the transverse deflection, u0 = u0(x, t) longitudinal displacement, EA = E(x)A(x) and
E(x)J = EJ(x) tensile and flexural stiffness, k = k(x) and c = c(x) – elasticity and damping
coefficients of the foundation, µ = µ(x) and ϑ = ϑ(x) mass and rotational moment of inertia
per unit length and q = q(x, t) – transverse load. The strain and kinetic energy density per unit
length of the beam are

W = 1
2
EA

(
∂u0 +

1
2
∂w∂w

)2
+
1
2
EJ(∂2w)2 K = 1

2
µẇẇ +

1
2
ϑ∂ẇ∂ẇ (2.1)

For the subsoil, we apply the Kelvin-Voight model, so that the dissipative force is assumed in
the form

p = p(x, t) = c(x)ẇ(x, t) (2.2)

The equations of motion can be obtain from the extended (Woźniak et al., 2010) principle
of stationary action A = A(u0, w) formulated as

δA = δ
1∫

0

L∫

0

L dx dt =
1∫

0

L∫

0

δL dx dt =
1∫

0

L∫

0

[( ∂L
∂u0
− ∂ ∂L

∂(∂u0)

)
δu0

+
(∂L
∂w
− ∂ ∂L

∂(∂w)
+ ∂2

∂L
∂(∂2w)

− d

dt

∂L
∂ẇ
+
d

dt
∂

∂L
∂(∂ẇ)

)
δw
]
dx dt = 0

(2.3)
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where the Lagrangian is

L(x, t, w, ẇ, ∂w, ∂2w, ∂u0) =W −K + pw +
1
2
kww − qw

=
1
2
EA

(
∂u0 +

1
2
∂w∂w

)2
+
1
2
∂2wEJ∂2w − 1

2
µẇẇ − 1

2
ϑ∂ẇ∂ẇ + pw +

1
2
kww − qw

(2.4)

The system of nonlinear coupled differential equations for the longitudinal displacements u0
and the transverse deflection w resulting from (2.3) can be written as

∂
[
EA

(
∂u0 +

1
2
∂w∂w

)]
= 0

µẅ − ∂(ϑ∂ẅ) + cẇ + kw + ∂2(EJ∂2w)− ∂
[
EA

(
∂u0 +

1
2
∂w∂w

)
∂w
]
= q

(2.5)

The coefficients EA, EJ , k, µ, ϑ, c are highly oscillating, often non-continuous functions of
the x-coordinate. The main aim of this note is to derive an approximately equivalent model,
which describes geometrically nonlinear vibrations of periodic beams bilaterally interacting with
a periodic viscoelastic foundation, taking into account the effect of microstructure size.

3. Introductory concepts and basic assumptions of the tolerance modelling

The averaged equations of periodic beams with large deflections are derived using the concepts
and assumptions of the tolerance modelling technique, see Woźniak et al. (2010). The funda-
mental concepts are: the tolerance system, averaging operation and certain classes of functions
such as the tolerance-periodic (TP ), slowly-varying (SV ), highly oscillating (HO) and fluctu-
ation shape (FS) functions. The tolerance parameter, associated with the tolerance relation, is
denoted by d, 0 < d ≪ 1. The highest order of function derivative that can be included into a
certain function class is denoted by α.
Let ∆(x) = x + ∆, Ω∆ = {x ∈ Ω : ∆(x) ⊂ Ω} be a cell with its center at x ∈ Ω∆. The

averaging operator for an arbitrary integrable function f is defined by

〈f〉(x) = l−1
∫

∆(x)

f(y) dy x ∈ Ω∆ y ∈ ∆(x) (3.1)

It can be shown (Woźniak et al., 2010) that for a periodic function f of x, its average is constant.
The first of the basic assumptions is the micro-macro decomposition of the unknown trans-

verse deflection and longitudinal displacement

w(x, t) =W (x, t) + hA(x)V A(x, t)

A = 1, . . . , N W (·, t), V A(·, t) ∈ SV 2d (Ω,∆) hA(·) ∈ FS2d(Ω,∆)
(3.2)

and

u0(x, t) = U(x, t) + gK(x)TK(x, t)

K = 1, . . . ,M U(·, t), TK(·, t) ∈ SV 1d (Ω,∆) gK(·) ∈ FS1d(Ω,∆)
(3.3)

Here and hereafter, the summation convention holds.
The new basic kinematic unknowns W (·) and U(·) are called the transverse and the axial

macrodisplacements, respectively; V A(·) and TK(·) are additional kinematic unknowns, called
the fluctuation amplitudes. The unknown functions are assumed to be slowly-varying. The highly
oscillating fluctuation shape functions hA and gK are postulated a priori in every problem
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under consideration and are assumed to describe unknown fields oscillations caused by structure
inhomogeneity. These functions have to satisfy the following conditions

〈µhA〉 = 0 〈µgK〉 = 0〈µhAhB〉 = 0 for A 6= B
〈µgKgL〉 = 0 for K 6= L ∂mhA ∈ O(l2−m)
∂ngK ∈ O(l1−m) A,B = 1, . . . , N K,L = 1, . . . ,M

(3.4)

The second assumption is the tolerance averaging approximation

〈f〉(x) = 〈fx〉(x) +O(d) 〈f∂α(φAΨ)〉(x) = 〈f∂αφA〉(x)Ψ(x) +O(d)
〈fΨ〉(x) = 〈f〉(x)Ψ(x) +O(d) 〈f∂(γKΞ)〉(x) = 〈f∂γK〉(x)Ξ(x) +O(d)
〈fΞ〉(x) = 〈f〉(x)Ξ(x) +O(d) f ∈ TPαd (Ω,∆) Ψ ∈ SV 2d (Ω,∆)
φA ∈ FS2d(Ω,∆) Ξ ∈ SV 1d (Ω,∆) γK ∈ FS1d(Ω,∆)
x ∈ Ω α = 1, 2 A = 1, . . . , N K = 1, . . . ,M 0 < d≪ 1

(3.5)

in which the terms of the order of the tolerance parameter O(d) are assumed to be negligibly
small.

4. The governing equations of the proposed models

4.1. The equations of the tolerance model

After substitution of micro-macro decompositions (3.2) and (3.3) into Lagrangian (2.4), the
next step of modelling is averaging (3.1) over an arbitrary periodicity cell with approximations
(3.5).
The averaged action functional has the following form

δAh = δ
1∫

0

L∫

0

〈Lh〉 dx dt =
1∫

0

L∫

0

δ〈Lh〉 dx dt = 0 (4.1)

where the averaged Lagrangian is formulated as follows

〈Lh〉 =
1
2
D∂2W∂2W +DA∂2WV A + (P −Q)W + 1

2
KWW +

1
2
B
(
∂U +

1
2
∂W∂W

)2

+ l2
(
PA −QA +KAW +

1
2
l2KABV B

)
V A − 1

2
MẆẆ − 1

2
J∂Ẇ∂Ẇ

− (l2MAẆ + lJA∂Ẇ )V̇ A +
[
BK

(
∂U +

1
2
∂W∂W

)
+
1
2
BKLTL

]
TK

− 1
2
l2(l2MAB + JAB)V̇ BV̇ A + l

[
BA
(
∂U +

1
2
∂W∂W

)
+BAKTK

]
V A∂W

+
1
2
l2
[
BAB

(
∂U +

3
2
∂W∂W

)
+BABKTK

]
V BV A

+
1
2
l3
(
BABC∂W +

1
4
lBABCDV D

)
V AV BV C +

1
2
DABV AV B

(4.2)

Under essential boundary conditions it leads to a system of Euler-Lagrange equations

∂〈Lh〉
∂U

− ∂ ∂〈Lh〉
∂(∂U)

= 0

∂〈Lh〉
∂W

− ∂ ∂〈Lh〉
∂(∂W )

+ ∂2
∂〈Lh〉
∂(∂2W )

− d

dt

∂〈Lh〉
∂(Ẇ )

+
d

dt

(
∂
∂〈Lh〉
∂(∂Ẇ )

)
= 0

∂〈Lh〉
∂TK

= 0
∂〈Lh〉
∂V A

− d

dt

∂〈Lh〉
∂(ẆA)

= 0

(4.3)
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After some manipulations, we arrive at the following system of equations

∂(B∂U +BKTK) + ∂
(1
2
B∂W∂W + lBAV A∂W +

1
2
l2BABV BV A

)
= 0

D∂4W +DA∂2V A +KW + l2KAV A + CẆ +MẄ − J∂2Ẅ
+ l2CAẆA + l2MAV̈ A − lJA∂V̈ A −Q

− ∂
[(
B
(
∂U +

1
2
∂W∂W

)
+BKTK + lBAV A∂W +

1
2
l2BABV BV A

)
∂W

]

− ∂
[
lBAKV ATK +

(
∂U +

1
2
∂W∂W

)
lBAV A + l2BAB∂WV BV A

+
1
2
l3BABCV AV BV C

]
= 0

(DAB + l4KAB)V B + l4CABẆB + l2(l2MAB + JAB)V̈ B +DA∂2W + l2KAW

+ l(lMAẄ + JA∂Ẅ ) + l2CAẆ − l2QA + l
[
BA
(
∂U +

1
2
∂W∂W

)
+BAKTK

]
∂W

+ l2
(
BAB∂U +

3
2
BAB∂W∂W +BABKTK +

3
2
lBABCV C∂W

+
1
2
l2BABCDV CV D

)
V B = 0

BKLTL +BK∂U +
1
2
BK∂W∂W + lBAKV A∂W +

1
2
l2BABKV BV A = 0

(4.4)

with constant coefficients related to the beam properties

〈EA〉 ≡ B 〈EA∂hA〉 ≡ lBA 〈µ〉 ≡M
〈EA∂gK〉 ≡ BK 〈EA∂hA∂gK〉 ≡ lBAK 〈µhA〉 ≡ l2MA

〈EA∂gK∂gL〉 ≡ BKL 〈EA∂hA∂hB∂gK〉 ≡ l2BABK 〈µhAhB〉 ≡ l4MAB

〈EJ〉 ≡ D 〈EA∂hA∂hB〉 ≡ l2BAB 〈ϑ〉 ≡ J
〈EJ∂2hA〉 ≡ DA 〈EA∂hA∂hB∂hC〉 ≡ l3BABC 〈ϑ∂hA〉 ≡ lJA
〈EJ∂2hB∂2hA〉 ≡ DAB 〈EA∂hA∂hB∂hC∂hD〉 ≡ l4BABCD 〈ϑ∂hA∂hB〉 ≡ l2JAB

(4.5)

to the subsoil properties and to the transverse load

〈c〉 ≡ C 〈k〉 ≡ K 〈q〉 ≡ Q
〈chA〉 ≡ l2CA 〈khA〉 ≡ l2KA 〈qhA〉 ≡ l2QA
〈chAhB〉 ≡ l4CAB 〈khAhB〉 ≡ l4KAB

(4.6)

It is a system of 2+N +M differential equations for the macrodisplacements U(·), W (·) and
for the fluctuation amplitudes of the axial displacement TK(·) and of the deflection V A(·). The
coefficients of these equations are constant, some of them depend on the size l of the periodicity
cell.
Equations(4.4) can be simplified to the following form

D∂4W +DA∂2V A +KW + l2KAV A −N∂2W − lÑA∂V A

+CẆ +MẄ − J∂2Ẅ + l2CAẆA + l2MAV̈ A − lJA∂V̈ A −Q = 0
(DAB + l4KAB)V B + l4CABẆB + l2(l2MAB + JAB)V̈ B + lÑA∂W + l2ÑABV B

+DA∂2W + l2KAW + l(lMAẄ + JA∂Ẅ ) + l2CAẆ − l2QA = 0

(4.7)

The nonlinear terms (underlined) involve the axial force

N = EAε0 = EA
(
∂u0 +

1
2
∂w∂w

)
(4.8)
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averaged with the certain gradients of the fluctuation shape function as weights




N

lÑA

l2ÑAB




=





〈N〉
〈N∂hA〉
〈N∂hA∂hB〉





=




B0 lB
C
0 l2B

CD
0

lB
A
0 l2B̃AC

0 l3B
ACD
0

l2B
AB
0 l3B

ABC
0 l4B

ABCD
0






1
L

L∫

0






1
2
∂W∂W

V C∂W
1
2
V CV D





dx+






δ0
0
0









(4.9)

where

δ0 = L−1
L∫

0

∂U dx = L−1[U(L)− U(0)] (4.10)

stands for the relative elongation of the beam axis. The coefficients of (4.9) are

B0 = B −BL(B−1)LKBK B̃AB
0 = B

AB −BAK(B−1)LKBLB

B
A
0 = B

A −BAL(B−1)LKBK B
ABC
0 = BABC −BABL(B−1)LKBKC

B
AB
0 = B

AB −BABL(B−1)LKBK B
ABCD
0 = BABCD −BABK(B−1)KLBLCD

(4.11)

It can be seen that the axial displacement can be eliminated in a way common in the
conventional Euler-Bernoulli or Timoshenko theories of uniform beams.

4.2. The equations of the tolerance-asymptotic model

Neglecting in equations (4.4) or (4.7) the terms with the microstructure parameter l and
introducing the effective bending stiffness of the beam

D0 ≡ D −DA(D−1)ABDB (4.12)

we arrive at the equations

B0∂
(
∂U +

1
2
∂W∂W

)
= 0

MẄ − J∂2Ẅ + CẆ +KW +D0∂4W −B0
(
∂U +

1
2
∂W∂W

)
∂2W = Q

(4.13)

The above equations do not describe the effect of the cell size on the behaviour of periodic
beams under consideration. Hence, the asymptotic model makes it possible to analyse vibrations
on the macrolevel only. In the framework of this approximation, certain higher eigenfrequencies
and eigenforms of vibrations cannot be obtained.

5. Examples of application

Let us consider a hinged-hinged beam with immovable ends. The beam has a constant cross
section and is provided by a system of periodically distributed system of concentrated masses
M1, M2 with rotational inertia I1, I2, as it is shown in Fig. 2.
A single cell is shown in Fig. 3. The mass distribution in a periodicity cell is given by

µ(y) = µ0 +M1δ(y) +M2δ
(
y +

l

2

)

ϑ(y) = ϑ0 + I1δ(y) + I2δ
(
y +

l

2

)
y ∈ (x)

(5.1)
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Fig. 2. The considered beam and its fragment

Fig. 3. A single periodicity cell

In this Section, the free undamped and forced vibrations will be analyzed. In the case of
forced vibrations, we assume that the transverse load is given by

q(x, t) = q0 sin
(πx
L

)
cos(Ωt) (5.2)

6. The method of solution

6.1. Fluctuation shape functions

The fundamental assumption of the tolerance approach is the macro-micro decomposition
(3.2), (3.3) of the unknown displacements. It can be seen that the fluctuation shape functions
(FSF) play a crucial role in the analysis. As it has been mentioned, these functions represent
the oscillations of displacements in a periodicity cell. The common practise is to use approxi-
mate functions, usually the sine and cosine that are infinitely differentiable. Another way is to
utilize the periodic eigenproblem solutions of a periodicity cell, which can be obtained through
numerical analysis.
Here, this is done through both the above mentioned ways. For the symmetric periodicity cell

(Fig. 3), two transverse and one longitudinal approximate modes of cell vibrations are considered

h1(y) = l2
[
cos
(2Aπy

l

)
+ c
]

h2(y) = l2 sin
(2Aπy

l

)

g1(y) = l
[
cos
(2Kπy

l

)
+ c
]

c =
M2 −M1

µ0l +M1 +M2

(6.1)

The constant c is calculated from condition (3.4)1.

Fig. 4. FE-based fluctuation shape functions: transverse (a), (b), and longitudinal (c) modes of the
periodicity cell vibrations

The refined fluctuation shape functions (Fig. 4) are obtained from a finite element analysis
of the cell. The calculations are performed in the environment of Maple. The periodicity cell is
divided into two elements, and the periodic boundary conditions are assumed.
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Since the fluctuation shape functions satisfy the orthogonality conditions, there is possibi-
lity to obtain cell vibrations mode shapes taking more approximate FSFs and observing the
convergence of total oscillation on a periodicity cell. In the case of the finite element based cell
solution, a similar strategy can be adopted.

6.2. Solutions of the tolerance model

The solutions of the tolerance model equations, as well as the loads, are assumed in the form
of truncated Fourier series

{
W (x, t)
V A(x, t)

}
=

n∑

m=1

{
wm(t)
vAm(t)

}
Xm(x)

{
Q(x, t)
QA(x, t)

}
=

n∑

m=1

{
qm(t)
qAm(t)

}
Xm(x) A = 1, . . . , N

(6.2)

For the hinged-hinged boundary conditions, the linear natural vibration modes are

Xm(x) = sin(ξm)x ξm =
mπ

L
(6.3)

Application of the Galerkin method leads to a system of m × (1 + N) ordinary differential
equations

Ky +Mÿ = q K = K0 +KNL(y) (6.4)

where

y = y(t) =
{
w1(t) w2(t) · · · v11(t) v12(t) · · · v21(t) v22(t) · · ·

}T
(6.5)

The linear natural frequencies and mode shapes are sought for as solutions to the linearized
eigenproblem

|K0 − ω2M| = 0 (6.6)

In the case of free and forced nonlinear vibrations, equations (6.4)1can be converted into a
system of the first order ordinary differential equations

ÿ =M−1(q−Ky) ⇔
{
ẏ = v

v̇ =M−1(q−Ky) (6.7)

and solved by forward numerical integration. The calculations have been performed in Maple,
using own procedure based on the Runge-Kutta-Fehlberg (RKF45) method.

7. Calculational results

The length of the beam is L = 1.0m, Young’s modulus E = 205GPa, mass density ρ =
7850 kg/m3. The other dimensionless parameters are as follows

b

h
= 5

h

l
= 0.1

l

L
= 0.1

M1
ρAl
= 5.1

M2
M1
= 0.5

√
I1
M1l2

= 10
I2
I1
= 0.5

(7.1)
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Let us introduce a dimensionless central macrodeflection, deflection fluctuation and load ampli-
tude

w =
Wcenter

h
v =

Vcenter
h

p =
1
h

q0L
4

π2EJ
(7.2)

In the forced vibrations analysis, the load frequency is 5/4 times the lowest free undamped
frequency of the beam

Ω =
5
4
ω1 (7.3)

7.1. Free undamped vibrations

We restrict ourselves to considering only the first two (m = 2) terms of Fourier series (6.2)
and two FSFs (N = 2) so that the model has m(1 +N) = 6 degrees of freedom.
In order to validate the results, a finite element method procedure for beam dynamics ana-

lysis has been written in Maple. The Rayleigh beam elements with Hermitian polynomials and
consistent mass matrix have been applied.
The results of comparative analysis of calculations obtained for the finite element (40 ele-

ments) model and the tolerance model, using the approximate (trigonometric) and refined (finite
element based) fluctuation shape functions (FSF), are shown in Table 1 (linear eigenfrequencies)
and Fig. 5 (linear eigenvectors).

Table 1. Comparison of linear eigenfrequencies of the considered beam

Finite Tolerance model
Mode element approximate FSFs FE-based FSFs

ωFE [rad/s] ωTA [rad/s] ∆ [%] ωTA [rad/s] ∆ [%]

1. w1 15.861 15.876 0.094 15.872 0.071
2. w2 32.884 33.050 0.505 33.041 0.477
3. v22 223.491 239.454 7.143 212.200 5.052
4. v21 224.244 246.109 9.751 224.088 0.069
5. v12 14855.007 15129.460 1.848 15034.591 1.209
6. v11 14989.493 15129.460 0.934 15034.591 0.301

Figure 6 presents the total central deflection versus the quotient of nonlinear frequency to
linear frequency of free macro- and micro-vibrations (backbone curves) corresponding to the first
macro-mode and symmetric cell vibrations (m = 1, N = 1). Parameters (7.1) are kept constant
except the dimensionless microstructure parameter λ = l/L that is equal to 1/10, 1/12 or 1/15.
Studying the forced vibrations, the first 200 load periods are considered. The bifurcation

diagram of the total dimensionless deflection w at x = 0.5L versus the dimensionless load
amplitude is shown in Fig. 7. Figure 8 presents a close-up of the bifurcation diagram of deflection
together with the diagram of its velocity dw/dt.

8. Discussion of results

From the results of linear free vibrations analysis, it can be seen that the finite element ba-
sed fluctuation shape functions indicate a better performance than the first-term trigonometric
ones, although the significant differences appear only for the antisymmetric mode shapes of the
periodicity cell. This applies both to the frequencies (Table 1) and the mode shapes (Fig. 5).
It should be noted that approximation of the lowest order possible is applied in the numerical
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Fig. 5. Comparison of linear eigenforms of the considered beam: (a) finite element model, (b) tolerance
model with trigonometric FSFs, (c) tolerance model with FE-based FSFs

Fig. 6. Backbone curves for dimensionless macrodeflection (a) and fluctuation (b) at x = 0.5L for
λ = 1/10 (solid line), λ = 1/12 (dashed line), λ = 1/15 (dotted line)

analysis on the macro- and microlevel. As it is mentioned above, these results can be improved
through a more accurate analysis of the cell problem.
When it comes to nonlinear free vibrations the backbone curves presented in Fig. 6 indicate

that the lower order (macro-) nonlinear vibrations frequency is practically not affected by the
periodicity cell length, while the higher order frequency is much more sensitive to its variation.
It is caused by the fact that in the geometrically nonlinear formulation the strain terms that
include the displacement fluctuations are dependent on the microstructure parameter l, what
does not take place in the linear model.
Studying the results of the forced vibrations case (Figs. 7 and 8), the most characteristic

feature is that the bifurcation diagram is very scattered, although there are many narrow periodic
windows. This is due to the fact that free vibrations are not damped, so they do not fade with
time. For the values of p higher than ∼ 3, it can be seen that the envelope of the diagram
suddenly loses its regularity and becomes jagged, which may indicate irregular vibrations. This
requires a more detailed analysis.
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Fig. 7. The bifurcation diagram of the deflection w vs. the load amplitude p

Fig. 8. A blow-up of the bifurcation diagram: the deflection w and the velocity dw/dt vs. the load
amplitude p

9. Closing remarks

In this contribution, the tolerance model is shown, which describes geometrically nonlinear vibra-
tions of a periodically inhomogeneous beam. The model is developed by applying the tolerance
averaging method directly to the 1D beam theory equations. Hence, the fundamental equations
with highly oscillating, periodic, non-continuous functional coefficients are replaced by the equ-
ations with constant coefficients. It should be stressed that the aim is to develop a low degree
of freedom model that would be able to provide results that are not available for the first order
asymptotic models. Some applications of the proposed model including free and forced undam-
ped vibrations are presented. A comparison of linear eigenfrequencies and mode shapes with a
finite element model is shown.
The following general remarks can be formulated.

1. It can be observed that the proposed toleranc emodel makes it possible to investigate the
effect of the microstructure size on dynamic problems of periodic beams under considera-
tion, e.g. the “higher order” vibrations related to the beam microstructure.

2. The governing equations of the tolerance model have a physical sense for the unknowns
W , U , V A, A = 1, . . . , N , TK , K = 1, . . . ,M , being slowly-varying functions.
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3. The asymptotic model of periodic beams makes it possible to investigate only lower order
(fundamental) vibrations.

The issues anticipated to be addressed in the future work are:

• taking into account the structural and material heterogeneity of the beam and the visco-
elastic subsoil,

• more detailed analysis of the solutions to the cell problem,
• detailed analysis of the properties distribution in a periodicity cell,
• analysis of the initial shortening/elongation of the beam axis.

These problems will be investigated in forthcoming papers.
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Vibration of a wind turbine tower is related to fatigue wear, influencing reliability of the
whole structure. The current paper deals with the problem of Linear-Quadratic-Gaussian
(LQG) tower vibration control using specially designed and built simulation and laboratory
tower-nacelle models with a horizontally aligned, magnetorheological (MR) damper based
tuned vibration absorber located at the nacelle. Force excitation applied horizontally to
the tower itself, or to the nacelle, is considered. The MR damper LQG control algorithm,
including the Kalman state observer and LQR (Linear-Quadratic-Regulator) controller is
analysed numerically and implemented on the laboratory ground, in comparison with the
system with a deactivated absorber. Simulation and experimental results are presented.

Keywords: wind turbine tower vibration, tuned vibration absorber, MR damper, LQG control

1. Introduction

The wind turbines sector is an emerging one nowadays. The wind load (and also sea waves load
for offshore structures) that is varying in time as well as rotation of turbine elements are the
major contributors to structural vibration of the tower and blades. Cyclic stress the tower is
subjected to, may lead to a decrease in reliable operation time due to structure fatigue wear
(Enevoldsen and Mork, 1996) or even failure accident. Tower vibration arises due to various
excitation sources as variable wind/sea conditions and rotation of turbine elements (Jain, 2011).
This vibration is generally lightly damped, especially considering low aeroelastic damping for
the first tower lateral mode (Butt and Ishihara, 2012; Hansen et al., 2012; Matachowski and
Martynowicz, 2012; Bak et al., 2012). The lateral modes are excited due to the Karman vortices,
generator operation, sea waves variable load and rotating machinery unbalance rather than due
to direct wind load variation/wind shear/differences in inflow conditions for each of the blades,
and the blade passing effect, as for longitudinal modes. In the current research, tower vibration
only is being analysed.
The solutions utilised to reduce vibration of wind turbine towers include collective pitch

control, generator electromagnetic torque control, and passive/semiactive/active tuned vibra-
tion absorbers (TVAs) (Shan and Shan, 2012; Jelavić et al., 2007; Namik and Stol, 2011; Den
Hartog, 1985; Oh and Ishihara, 2013; Tsouroukdissian et al., 2011; Rotea et al., 2010). TVAs
are widely spread structural vibration reduction solutions for slender structures. In the standard
(passive) approach, TVA consists of an additional moving mass, spring and viscous damper who-
se parameters are tuned to the selected (most often first) mode of the vibration (Den Hartog,
1985; Łatas and Martynowicz, 2012). Passive TVAs work well at the load conditions characte-
rised with a single frequency to which they are tuned, but cannot adapt to a wider excitation
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spectrum (Kirkegaard et al., 2002), thus more advanced TVAs are implemented to change/tune
TVA operating frequency. Among them, magnetorheological (MR) TVAs are placed (Kirkegaard
et al., 2002), as the use of MR damper (instead of viscous damper) guarantees a wide range of
the resistance force, fast response times, low sensitivity to temperature changes and fluid conta-
mination, high operational robustness, and minor energy requirements (Kciuk and Martynowicz,
2011; Lord Rheonetic, 2002; Sapiński and Rosół, 2007, 2008; Snamina and Sapiński, 2011; Sapiń-
ski and Martynowicz, 2005) as compared to active systems. Simulations and experiments show
that the implementation of the MR damper in the TVA system may lead to further vibration
reduction in relation to the passive TVA (Martynowicz, 2014b, 2015, 2016; Koo and Ahmadian,
2007).
Within the scope of the current research, there have been specially developed and built tower-

-nacelle simulation and laboratory models in which all turbine components (nacelle, blades, hub,
shaft, generator and possibly gearbox) are represented by nacelle concentrated mass and mass
moments of inertia. Regarding variable geometric configuration of the structure resulting from
changing rotor angular position, more detailed FEM analysis has been conducted using the full
structure model, which demonstrated negligible influence of the rotor angle on tower structural
dynamics (Matachowski and Martynowicz, 2012). Both simulation model and laboratory test
rig of wind turbine tower-nacelle system give the possibility to model tower vibration under
various aerodynamic, hydrodynamic, mechanical unbalance, changeable electromagnetic load,
excitation sources (as mentioned before), etc. A horizontal concentrated force generated by
the modal shaker may be applied either to the nacelle P (t) or to the tower itself at half of
its height F (t). With the use of the MR damper, dedicated control solutions may be realised,
in comparison to the system without TVA (i.e. TVA ‘locked’). Previous research showed the
effectiveness of the ground hook control and its modification, sliding mode control, linear and
nonlinear damping, adaptive control and open-loop system with various MR damper constant
input current values (Martynowicz, 2014b, 2015, 2016). The Linear-Quadratic-Gaussian (LQG)
control approach implementation is analysed within the scope of the current paper. The first
bending mode of vibration is analysed here only, as higher modes reduction capabilities with
MR TVA located at the nacelle are minor (Martynowicz, 2014b, 2015).
Most of the applications of the LQG controller concern control of civil structures (buildings)

excited by severe earth quakes or strong winds. The existing solutions of the LQG semiacti-
ve control algorithm use, most frequently, the mathematical model of the analysed mechanical
structure (Dyke et al., 1996a,b; Asai et al., 2013; Wang and Dyke, 2013). In opposition to the
Linear-Quadratic-Regulator (LQR) algorithm, they do not need measurement of the full-state
for all DOFs. The Kalman state observer is responsible for the estimation of unmeasurable state
variables, based on the measured positions or accelerations. In many cases, obtaining a suffi-
ciently accurate model is difficult, therefore some authors proposed model-free LQG semiactive
control algorithms which do not need an accurate mathematical model (Asai and Spencer Jr.,
2014), computing LQG parameters directly from the measurement data (Hjalmarsson et al.,
1998; Kawamura, 1998; Favoreel, 1999).
In the present paper, an output feedback strategy based on the measured position at a

limited number of structure points is proposed. The LQG controller calculates the desired MR
damper force on the basis of the state variables vector restored by the Kalman filter. The LQR
problem is solved using a ’black box’ input-output linear model identified on the basis of the
free vibration response of the tower-nacelle experimental model. Given the measurements of the
inputs and outputs of the unknown system, the matrices A, B, C and D of the estimate linear
system are found. The model order of the ’black box’ is selected considering two state variables
(position and velocity) for each selected structure point.
The paper is organised as follows. In the next Section, the wind turbine tower-nacelle Com-

sol/Simulink model with MR TVA is introduced. Then, the laboratory test rig is presented.
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LQG controller synthesis including the Kalman filter is further described and followed by Com-
sol/Simulink simulation and laboratory test rig experimental results. The paper is finished with
several conclusions.

2. Wind turbine tower-nacelle model with MR TVA

The beam modelling the tower is arranged vertically. The bottom end of the beam is fixed to
the ground via additional foundation frame. A solid body modelling the nacelle is fixed to the
upper end of the beam. TVA system incorporating the absorber mass, spring and MR damper
is attached to the solid body representing the nacelle, and arranged horizontally. A diagram of
the model, including the system of coordinates w-x, is shown in Fig. 1a.

Fig. 1. (a) Diagram of the model, (b) The laboratory test rig

Based on the model assumptions and mathematical calculations results, a Comsol Multiphy-
sics finite element method (FEM) model of the tower-nacelle system was built as a ‘3D Euler
Beam’ fixed at the bottom and free at the top, with an additional mass and mass moments
of inertia defined at its top. A beam element (of length designated by l) with three nodes has
been selected. The two edges are configured by applying material and cross-section parameters
of the chosen tower material. The bottom node represents the tower-ground (tower-foundation)
restrain, while two other nodes are ‘free’. The node at the tower midpoint (at x = x0 = l/2,
see Fig. 1a), where deflection of the 2nd mode is close to maximal, is the ‘load point’, where
the horizontal w-axis force F (F (t)) may be applied. The node at the top of the tower (at
x = x1 = l) corresponds to the nacelle location, thus the mass and mass moments of inertia as
well as concentrated load P (P (t)) are all assigned here.
The FEM model assumes that angles are small and cross sections are perpendicular to the

bending line (Euler-Bernoulli beam model). Also, the Rayleigh model (that is precise within
a narrow frequency range only) of the tower material damping is assumed. These assumptions
make the developed model to be adequate for small bending angles and within the 1st bending
mode frequency neighbourhood only. Also, during the model identification process (subject to
separate publication), correction (lowering) of Young’s modulus is necessary as the FEM Euler-
Bernoulli beam model is stiffer than the real structure due to neglecting shear deformation and
additional restrains input by the finite/limited number of elements.
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FEM Comsol Multiphysics model has been exported to MATLAB/Simulink with the ‘Ge-
neral dynamic’ option. During exporting of the ‘Simulink model’, forces F , and P are specified
as inputs, while the tower tip (wx1/vx1) and tower midpoint (wx0/vx0) displacements/velocities
along the w-axis are defined as output signals. After the exporting, FEM tower-nacelle model is
available as a MATLAB structure, and the Comsol Multiphysics model is embedded into Simu-
link diagram using ‘COMSOL Multiphysics Subsystem’ block. Thus, all 18 FEM model degrees
of freedom are a part of the Simulink state vector (COMSOL, 2008).
The MR TVA model is implemented as a standard Simulink diagram. TVA model with

the hyperbolic tangent model of RD-1097-1 MR damper (Martynowicz, 2015) including linear
bearing guides (see Section 3) friction force, LQG controller block with MR damper optimal
(demanded) force output, incorporating the Kalman filter and LQR state feedback loop, linear
guides friction force compensation by an MR damper, and MR damper inverse model (to obtain
demanded control current) are all embedded in the Simulink diagram. ‘COMSOL Multiphysics
Subsystem’ block outputs are fed to the dynamics of MR TVA with mass and stiffness parameters
(designated bym and k, respectively) tuned according to Den Hartog (1985). A general structure
of the regarded model is shown in Fig. 2. It contains two main blocks: the tower-nacelle system
model and the MR TVA model. Its inputs are: F , P , while wx0, vx0, wx1 and vx1 are the outputs.
The forces produced by an MR damper, spring, and bearing guides friction are all added to a
force excitation P , (Martynowicz, 2014b, 2015).

Fig. 2. Structure of the simulation model; F , P – horizontal force applied at the point x0 and point x1,
respectively, PMR – MR damper force, iMR – current in the MR damper coil, wx0, vx0 – tower midpoint
horizontal displacement and velocity, respectively, wx1, vx1 – tower tip (nacelle) horizontal displacement

and velocity, respectively

3. Laboratory setup

The analysed model has to fulfil various constraints imposed by the laboratory facility and pro-
ject limitations, among others adequate dimensions, strength and modal masses of the structure,
and mass of the absorber corresponding to the commercially available MR damper characteri-
stics, to enable reduction of tower deflection amplitude for the nominal MR damper stroke. It is
assumed that at least partial dynamic similarity between the real-world wind turbine (Vensys 82)
tower-nacelle system and its scaled model has to be fulfilled, respecting the limited laboratory
space and foundation permissible load (Martynowicz, 2014a; Snamina et al., 2014; Martynowicz
and Szydło, 2013). Based on all of the assumptions and analyses, a Ti. Gr. 5 alloy rod has
been selected to model the wind turbine tower, while Lord’s RD-1097-1 (Lord Rheonetic, 2002)
MR damper has been used for TVA, and TMS2060E lightweight electrodynamic exciter (TMS,
2010) has been selected for excitation purposes. The parameters of TVA have been tuned for
the 1st bending mode of vibration (Den Hartog, 1985). After several system reconfigurations,
the absorber mass has been selected to be ca. 15% of the modal mass of the 1st bending mode
of the tower-nacelle model.
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The detailed analysis of a similarity relation between the laboratory model and the full-
-scale (Vensys 82) structure, including time and length similarity scale factors and determined
geometrical and material properties of the model, was presented by Snamina et al. (2014). The
conducted partial dynamic similarity analysis ensures motion similarity of a selected pair of
corresponding points (tower tips).
The laboratory test rig of the wind turbine tower-nacelle with MR TVA system is presented

in Fig. 1b. It is build according to the details specified above. It consists of a vertically oriented
titanium alloy circular rod 1 (representing wind-turbine tower), and a system of steel plates 2
(representing the nacelle and turbine assemblies) fixed to the top of rod 1, with MR TVA
embedded. The rod is rigidly mounted to steel foundation frame 3. MR TVA 4 is an additional
mass moving horizontally along linear bearing guides, connected with the assembly representing
the nacelle via the spring and RD-1097-1 MR damper in parallel. RD-1097-1 damper, whose force
depends on the current fed to its coil, is an actuator of such a vibration reduction system. The
MR TVA operates along the same direction as the vibration excitation applied to the system. The
force generated by TMS 2060E exciter 5 may be applied either to rod 1 (modelling the tower)
midpoint or to the system of steel plates 2 (modelling the nacelle/turbine) with the help of
drive train assembly 6 of changeable leverage (enabling changeable force/displacement/velocity
ranges). The excitation of the tower resulting from blade rotation, rotating machinery unbalance
as well as wind thrust on the rotor may be modelled by a concentrated load P applied to the
nacelle/turbine, while the direct (aerodynamic, including blade passing effect, sea waves, ice, etc.)
tower loads may be reduced to the resultant concentrated force F applied to the tower itself (e.g.
at its midpoint). All the measurements are gathered by PC with MATLAB/Simulink/RT-CON
based real-time environment that is also used for the MR damper control and excitation signal
generation (Martynowicz, 2015, 2016).

4. LQG Controller synthesis

The LQG (Linear-Quadratic-Gaussian) controllers are built for uncertain linear systems distur-
bed by additive white Gaussian noises, having incomplete state information (Athans, 1971).
The LQG is a combination of the Kalman filter with Linear-Quadratic Regulator (LQR). The
separation principle allows each part of the LQG to be designed and tested independently. The
LQG controller applies to both linear time-invariant and time-varying systems. It should be no-
ted that the LQG control problem is one of the most fundamental problems of optimal control.
Application of a Kalman filter enables to restore unmeasured state variables and then use them
in the LQR controller. A typical structure of the LQG regulator is shown in Fig. 3.

Fig. 3. Structure of a LQG controller; u – control input of the process, ϑ – process noise (stochastic),
ψ – measurement noise (stochastic), y – output of the process, ŷ – estimation of the process output,

x̂ – estimation of the process state
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The present paper concerns a discrete-time LQG control problem. The description of the
LQG controller focuses on the following discrete-time linear system of equations, modelling the
tower-nacelle with MR TVA system (block ‘Process’ in Fig. 3)

x(k + 1) = Ax(k) +Bu(k) + ϑ(k)

y(k) = Cx(k) +Du(k) +ψ(k)
(4.1)

where x is the state vector, while the process and measurement noises, respectively: ϑ(k) and
ψ(k) are independent, zero mean, white Gaussian random processes, satisfying (Qd, Rd – cova-
riance matrices)

E[ϑ(k)] = E[ψ(k)] = 0 E[ϑ(k)ϑT(k)] = Qd E[ψ(k)ψT(k)] = Rd (4.2)

The tower-nacelle model itself (‘Tower-nacelle model’ block in Fig. 2), as presented in Sec-
tion 2, is linearized with regard to the following four state variables: tower tip (nacelle) horizontal
displacement wx1 and velocity vx1, and tower midpoint horizontal displacement wx0 and veloci-
ty vx0. All the other tower-nacelle model state variables produced by the COMSOL Multiphysics
FEM model are ignored as not crucial concerning 1st (and even 2nd, regarding future applica-
tions) bending mode amplitudes detection and MR TVA control.
The LQG control algorithm can be employed for semi-active control of the tower-nacelle with

MR TVA system, assuming PMR force as the control input. Using this algorithm, the optimal
control signal PMR, which is the force generated by an MR damper, will be obtained. The MR
damper is controlled using a power interface of an analogue type. To induce the MR damper to
generate the desired optimal control force, the inverse model of the MR damper is used. This
model determines the relationship between the optimal value of the force PMR, actual piston
displacement (designated by wx12), actual piston velocity (vx12) and MR damper current, such
as: iMR = f(PMR, wx12, vx12). However, the displacement signals of the tower-nacelle with MR
TVA system are measured only – the velocity signals are not available for the LQR controller and
MR damper inverse model. To solve this problem, the velocities are replaced by their estimates
produced by the Kalman filter, described in detail in the next Section.

4.1. Kalman filter

The Kalman filter is used to restore unmeasurable variables vx1 and vx12, required to imple-
ment the LQR controller (and also the MR damper inverse model). This method provides for
state (assumed in Section 4.3) of tower-nacelle with MR TVA system estimation, considering
the measurement and process noises. It should be noted that in the LQG design, two Kalman
filters of the same structure are used separately for vx1 and vx12.
Consider the following system

z(k + 1) = Akz(k) +Bku(k) + ϑ(k)

y(k) = Hkz(k) +ψ(k)
(4.3)

where: z = [wx, vx, ax]T is the state vector that includes displacement wx (wx1, or wx12), velo-
city vx (vx1, or vx12) and acceleration ax (ax1 or ax12, respectively; acceleration is estimated for
future applications), while ϑ(k) and ψ(k) are respectively the process and measurement white
noises.
As only wx displacement is being measured, therefore the following matrices Ak, Bk, andHk

of equations (4.3) are considered (Singhal et al., 2012)

Ak =



1 T0 T 20
0 1 T0
0 0 1


 Bk =



0
0
0


 Hk =

[
1 0 0

]
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where T0 is the sampling period of the LQG control algorithm (in the simulations and expe-
riments, T0 = 0.001 s is assumed). For the calculation purposes, the following values of the
covariance matrices Qk, Rk are assumed (r is a constant value, Singhal et al., 2012)

Qk =



T 50 /20 T 40 /8 T 30 /6
T 40 /8 T 30 /3 T 20 /2
T 30 /6 T 20 /2 T0


 Rk = [r]

The considered Kalman filter algorithm consists of two basic steps: prediction and correction.
The prediction step:
ẑ−k = Akẑk – predicted value of the state z,
P−k = AkPkA

T
k +Qk – predicted value of the covariance.

The correction step:
Kk = P

−
kH
T
k (HkP

−
kH
T
k +Rk)

−1 – gain of the Kalman filter,
ẑk = ẑ

−
k +Kk[wx(k)−Hkẑ−k ] – optimal, estimated value of the state z (wx(k) is the measured

displacement value at kT0 time step),
Pk = (I−KkHk)P−k – optimal, estimated value of the covariance (I is the identity matrix).

The above algorithm has been implemented in form of a Simulink diagram. The Kalman filter
was tested experimentally on the laboratory test rig. The tower-nacelle with MR TVA system
was excited with a chirp-type force of amplitude 130N applied at the point x0 (A(F ) = 130N).
The frequency was changing from 35Hz to 1Hz. Figures 4a and 4b present comparison of
the displacements and velocities time responses of the tower-nacelle with MR TVA system
determined from the experiment and estimated by the Kalman filter. The estimated velocity vx1
is compared to the one calculated by the Euler method.
Regarding the displacements, time responses practically coincide (Fig. 4a). Analysis of the

velocity signals (Fig. 4b) shows the advantage of the Kalman filter over the simple-differential
velocity calculation method.

Fig. 4. Comparison of the time responses wx1 (a) and vx1 (b)

4.2. Linearization of the wind turbine tower-nacelle model

The purpose of the linearization procedure is to obtain a discrete linear model of tower-
nacelle system only. The linearization procedure has been carried out using Ident tool from
MATLAB Optimization toolbox. The main parameters for a black-box linear model of the Ident
tool are set as follows (Ljung, 2015):

• Model structure: general linear state-space model of the 4th order.
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• Focus: simulation which approximates dynamics of the model (the transfer function from
measured inputs to outputs) with a norm that is given by the input spectrum.

• Estimating method: prediction-error minimization (PEM).

To start the linearization procedure, the reference data are required. These data, describing the
relationship between wx1, vx1, wx0, vx0 and the MR damper force PMR, may be obtained by
performing a simulation test using the nonlinear model of the tower-nacelle system with PMR

force as the input. Such a test has been carried out for free vibration of the tower-nacelle model
with non-zero initial conditions for the wx1, vx1, wx0 and vx0 signals, and for the PMR force
changing randomly every 0.200 s in the range of ±10N. An exemplary PMR pattern used for
the linearization procedure is shown in Fig. 5. The continuous system was discretised using a
zero-order hold with T0 = 0.001 s.

Fig. 5. An exemplary PMR time pattern for the linearization

Figures 6 and 7 show comparison of the reference data (nonlinear model responses, solid
lines) and linear model responses of the tower midpoint and tower tip (nacelle) displacements
and velocities. The numbers indicating the best fit values are given below each figure (the
maximum value is 100). As can be observed, the fit level is high – it exceeds the value of 90 for
each state variable. Therefore, it can be concluded that the obtained linear model can be used
to implement the LQG regulator.

Fig. 6. Comparison of the responses wx1 (a) and wx0 (b) of nonlinear and linear models;
best fits: 94.52 (a) and 95.73 (b)
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Fig. 7. Comparison of the responses vx1 (a) and vx0 of nonlinear and linear models;
best fits: 94.16 (a) and 94.94 (b)

4.3. DLQR controller

The Discrete Linear-Quadratic Regulator (DLQR) is a state-feedback controller defined for
a discrete-time state-space system. DLQR parameters are calculated by solving the optimal
problem called the discrete LQR problem. This problem is defined for system dynamics described
by a set of linear differential equations and a quadratic cost function.
In this paper, synthesis of a DLQR for a dynamical system described by equations (4.1)

is presented. The DLQR optimization problem is solved using dlqr.m function (or dlqry.m)
from MATLAB/Simulink Optimization toolbox. The dlqr.m function calculates the optimal gain
matrix Kd such that the state-feedback control u(k) (optimal MR damper force PMR)

u(k) = −Kdx(k) (4.4)

with the assumed state x(k) = [wx1(k), vx1(k), wx12(k), vx12(k)]T (wx0 and vx0 are omitted
here being proportional to wx1(k) and vx1(k), respectively, for the 1st bending mode frequency
neighbourhood regarded), minimizes the quadratic cost function

J =
∞∑

k=1

[xT(k)Qx(k) + uT(k)Ru(k) + 2xT(k)Nu(k)] (4.5)

where: Q = QT ­ 0, R = RT > 0 and N = NT ­ 0.
The DLQR parameters are calculated for the following forms of the matrices Q and R,

occurring in quality factor

Q = diag [100, 10, 100, 10] (4.6)

with different R values as shown below (denoted by the LQG1), and

Q = diag [3000, 300, 300, 30] (4.7)

with R equal to 0.0005 (denoted by LQG2). The N matrix is set to zero for both LQG1
and LQG2.
The element values of matrices (4.6) and (4.7) are tuned with emphasis put on the stabili-

zation of the tower-nacelle system position and limited MR damper stroke. Hence, Q11 and Q33
elements of matrices (4.6), (4.7) are ten times greater than elements Q22 and Q44, respectively,
while tower-nacelle stabilization purpose dominates over MR damper stroke limitation for LQG2
concept. The maximum control value is limited by the matrix R.
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As the results of calculations, the following values of the DLQR gain Kd are achieved.
— LQG1 controller

Kd =






[
−74.3077 −11.0044 −65.6904 275.6049

]
for R = 0.0001

[
−45.75 −5.32 −46.26 184.99

]
for R = 0.0002

[
−23.7730 −2.2100 −28.3578 104.9820

]
for R = 0.0005

— LQG2 controller

Kd =
[
−179.81 −59.13 −29.48 289.19

]

In the next step, the DLQR controller and Kalman filter are integrated, forming the LQG
controller. The integration stage has been executed according to the scheme shown in Fig. 8
(carets indicate estimates).

Fig. 8. Structure of the integrated LQG controller

5. Simulation analysis

Within the scope of the simulation analysis, time and frequency characteristics have been ob-
tained. The latter, determined for sine excitation series applied either to the nacelle (excitation
force amplitude equal to A(P ) = 61N) or to the tower midpoint (A(F ) = 150N) are presented
below (Figures 9 and 10, see headers). Figures 9a and 10a present output frequency response
functions of amplitude A(wx0). Figures 9b and 10b show the output frequency response func-
tions of amplitude A(wx1). The information present in the legends of all the following figures
has the respective meaning: ‘inv’ confirms incorporation of the MR damper inverse model, while
‘Fr’ refers to linear guides friction force (of ca. 1N) compensation by the MR damper (both of
them as described in Section 2).
As can be observed, the A(wx1) amplitude output frequency response functions present ca.

three times greater values than the respective A(wx0) functions. For LQG1 case, an increase
in the control weighting value R results in lower feedback gain vector Kd modulus, and so
in less stiffness and less damping present between the protected structure and the absorber.
This, in turn, is apparent as higher two maxima amplitudes and lower in-between the two
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maxima response. The LQG2 case, characterised with higher weights in Q (especially the weights
concerning the tower tip displacement wx1 and velocity vx1) and R = 0.0005, produces frequency
response functions similar to LQG1 controller with the lowest R (R = 0.0001).

Fig. 9. (a) A(wx0) and (b) A(wx1) output frequency responses; A(P ) = 61N

Fig. 10. (a) A(wx0) and (b) A(wx1) output frequency responses; A(F ) = 150N

6. Experimental analysis

The experimental analysis comprised determination of time and frequency characteristics. The
first was a free response test of displacement wx1, obtained for the MR TVA system with se-
lected LQG controllers and the system with MR TVA ‘locked’ (Fig. 11). According to the

Fig. 11. Time series of displacement wx1 – free response of the MR TVA system with LQG controllers
and the system with MR TVA ‘locked’

constraints of the laboratory facility, the frequency characteristics (Figs. 12-14) were determi-
ned for sine excitation series applied either to the nacelle (A(P ) = 61N; LQG1 system with
R = 0.0001 and R = 0.0002) or to the tower midpoint (A(F ) = 150N; LQG1 and LQG2 sys-
tems with R = 0.0005). Figures 12a and 13a present the output frequency response functions
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of A(wx0) amplitude. Figures 12b and 13b present the output frequency response functions of
A(wx1) amplitude. Figure 14 presents output frequency response functions of A(wx0) and A(wx1)
amplitudes for the system without TVA (MR TVA ‘locked’).

Fig. 12. (a) A(wx0) and (b) A(wx1) output frequency responses; A(P ) = 61N

Fig. 13. (a) A(wx0) and (b) A(wx1) output frequency responses; A(F ) = 150N

Fig. 14. A(wx0) and A(wx1) output frequency responses; A(F ) = 150N

Observing the free response plots, one can conclude that LQG1 algorithm with R = 0.0001
and LQG2 algorithm with R = 0.0005 provide the best vibration attenuation properties. Regar-
ding the frequency analysis, as for simulations, the A(wx1) amplitude output frequency response
functions exhibit ca. three times greater values than the respective A(wx0) functions. LQG1
algorithm with R = 0.0001 and R = 0.0002 produces comparable results for the excitation series
applied to the nacelle, with two maxima apparent for R = 0.0002 case. For the excitation applied
to the tower midpoint, LQG1 and LQG2 algorithms (both with R = 0.0005 weighting value)
collation may suggest the latter solution (LQG2) to be preferable, with noticeably lower two
maxima amplitudes; however, in-between the two maxima range is better attenuated for LQG1.
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7. Conclusion

The obtained results prove the effectiveness of the LQG controller for the considered application.
On the basis of the laboratory experiments, almost 10-fold reduction of the displacement wx1
amplitude has been observed for the LQG2 system in comparison to the system without MR
TVA (TVA ‘locked’) – see Figs. 13b and 14. Implementation of the LQG controller combines the
benefits of the LQR state feedback (including system linearization) with noise compensation by
the Kalman filter.
Based on the analyses, simulations and laboratory model measurements presented in this

paper, and considering force scale factor determination (Snamina and Martynowicz, 2014) in
combination with the previous results (Snamina et al., 2014), direct calculation of demanded
control signal for a real-world full scale vibration reduction system/MR TVA is possible as well as
the calculation of the real-world wind turbine structural deflection and acceleration amplitudes,
as for Vensys 82 plant regarded (Martynowicz, 2015).
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The paper deals with the propagation of shear horizontal (SH) waves in an nonhomogeneous
elastic half-space composed of a layer whose shear modulus and mass density have a power
dependence on the distance from the lower plane and the periodically stratified half-space.
The equation which relates the wave speed to the wave-number and functions of the shear
modulus and mass density is derived. The wave velocity is analyzed numerically. Especially,
the influence of mechanical properties of the coating layer and the stratified foundation on
the wave velocity is presented in the form of figures.

Keywords: displacement, stresses, SH wave, shear modulus, stratified foundation

1. Introduction

The phenomena of wave propagations through the Earth is useful in investigating the internal
Earth structure, and it can be helpful in explorations of various materials beneath the Earth’s
surface. It is well known that the Earth is not perfectly homogeneous and some forms of inho-
mogeneity exist. Many rocks and soils are stratified and clearly pice-wise homogeneous. Some
layers are characterized by mechanical parameters with continuous changing in spatial direc-
tions (called as functionally graded materials). The problems of modeling of wave propagations
in inhomogeneous elastic bodies play a very important role in applied geophysics civil and me-
chanical engineering (space structures, fusion reactors). The list of references connected with
the problems of wave propagations in inhomogeneous elastic bodies is rather very large (for
instance monographsby by Birykov et al. (1995), Brekhovskikh (1960), Kennet (1983), Nayfeh
(1995); papers by Achenbach and Balogun (2010), Alenitsyn (1964), Alshits and Maugin (2005),
Cerveny et al. (1982), Destrade (2007), Shuvalov et al. (2008), Vrettos (1990)). Achenbach and
Balogun (2010) dealt with the propagation of anti-plane shear waves in an elastic half-space
whose shear modulus and mass density had an arbitrary dependence on the distance from the
boundary plane. Alenitsyn (1964) considered the problem of Rayleigh waves in a nonhomogeno-
us elastic slab. Alshits and Maugin (2005) developed a theory for the elastic wave propagation
in an arbitrary layered plane (piece-wise homogenous or continuously inhomogeneous). The de-
scription was based on the transfer matrix approach. The Gaussian beam method of the solution
of wave propagation problems in inhomogeneous bodies was applied by Cerveny et al. (1982).
The seismic Rayleigh waves in an orthotropic elastic half-space with an exponentially graded
properties were considered by Destrade (2007). Shuvalov et al. (2008) presented some analysis of
the problem of shear horizontal waves in transversely inhomogeneous plates. Surface harmonic
vibrations of soil deposits with variable shear modulus were analysed by Vrettos (1990).
The problem of SH-wave propagation in anisotropic inhomogeneous layer with directional

rigidities and density of mass changing as a power function was investigated by Upadhyay and
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Gupta (1972). The authors assumed that the outer layer was fixed to an isotropic homogeneous
elastic half-space or to the rigid substrate.
The present paper is concerned with the case of a shear horizontal (SH) wave in an inho-

mogeneous elastic layer which is assumed to be ideally fixed to a periodically stratified elastic
half-space, and the upper boundary plane is free of loadings. The considered layer is charac-
terized by the shear modulus and mass density in the form of power functions of the distance
from the lower boundary plane. The substrate is assumed to be composed of periodically re-
peated two-layered laminae parallel to the boundary plane. Each component of the lamina is
a homogeneous and isotropic body. The assumptions connected with the ideal bonding of the
components on interfaces lead to a complicated boundary value problem within the framework
of the classical theory of elasticity. For this reason, the classic idea is the use of the approximate
procedure to replace the heterogeneous medium by an equivalent homogenized model, which
gives the average behavior at the macroscopic scale. One of them is the homogenized model
with microlocal parameters presented by Matysiak and Woźniak (1987, 1988). This model is
derived by using the methods of the nonstandard analysis and taking into account the effects
due to the periodic structure of the body. The governing equations of the model are formula-
ted in terms of the unknown macro-displacements and certain extra unknowns being referred
to as microlocal parameters. They are described by a relatively simple form of the equations
satisfying the conditions of perfect interfacial bonding of constituents. The homogenized model
has been successfully applied to a series of problems of the linear elasticity and thermoelasticity
(problems of cracks, cavities, inclusions, contact problems, wave propagations), which it was
partially resumed in (Matysiak, 1996; Woźniak and Woźniak, 1995). It should be underlined
that the homogenization approach has been noticed to produce good physical results, at the
same time being rather simple in mathematical aspects (Kulchytsky-Zhyhailo and Kołodziej-
czyk, 2007; Kulchytsky-Zhyhailo and Matysiak, 2005, 2006; Kulchytsky-Zhyhailo et al., 2006).
The wave problems in a periodically layered elastic half-space were investigated by Bielski and
Matysiak (1992), Matysiak et al. (2009). The same dependence of the shear modulus is taken
into account in many papers (see for instance Calladine and Greenwood, 1978; Wang et al.,
2003)). The same dependence of the shear modulus of the coating layer is considered in the pre-
sent paper. The distributions of displacements and stresses in an inhomogeneous incompressible
elastic half-space caused by line and point loads are considered in (Cerveny et al., 1982). The
propagation of surface waves in a linear-elastic, isotropic, compressible half-space with constant
mass density and Poisson’s ratio and shear modulus varying with depth is considered in (Vret-
tos, 1990). The useful list of dependence forms for elastic modulus is presented by Wang et al.
(2003).

2. Formulation and solution of the problem

Consider the problem of shear waves propagation in an elastic nonhomogeneous layer and pe-
riodically layered half-space. Let (x1, x2, x3) denote the Cartesian coordinate system such that
the layer occupies the region x1 ∈ R, 0 ¬ x2 ¬ H, x3 ∈ R, where H > 0 is constant thickness of
the FGM body, Fig. 1.
Let the upper boundary plane x2 = H be free of loadings, and the layer is ideally fixed to the

periodically two-layered half-space in the plane x2 = 0. Let the stratified half-space be composed
of periodically repeated fundamental laminae with thickness δ, which include two homogeneous
isotropic sub-layers denoted by 1 and 2 with thicknesses δj , j = 1, 2, and δ = δ1+ δ2. Let µj, ρj ,
j = 1, 2 be the shear modulus and mass densities of the subsequent constituents of the composite
half-space. Herein and in the sequel, all quantities (material components, stresses) pertaining
to sub-layer 1 and 2 will be labeled by the index j taking values 1 and 2, respectively. The
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Fig. 1. Scheme of the considered SH problem

considerations are limited to the anti-plane harmonic wave propagation in the 0x1 direction. Let
u(x1, x2, t) = (0, 0, u3(x1, x2, t)) be the displacement vector, where t denotes time. The shear
modulus µ and mass density ρ of the upper layer are assumed the same as in (Upadhyay and
Gupta, 1972), namely

µ = µ0(1 + αx2)p ρ = ρ0(1 + αx2)p (2.1)

where µ0, ρ0, α, p are given constants.
The non-zero stress components σ13 and σ23 in the coating layer are expressed in the form

σ13(x1, x2, t) = µ0(1 + αx2)p
∂u3(x1, x2, t)

∂x1

σ23(x1, x2, t) = µ0(1 + αx2)p
∂u3(x1, x2, t)

∂x2

(2.2)

The anti-plane wave motion is governed by the following equation

∂σ13
∂x1
+
∂σ23
∂x2
= ρ0(1 + αx2)p

∂2u3
∂t2

x1 ∈ R 0 < x2 < H (2.3)

where the body forces are omitted. From equations (2.2) and (2.3), it follows that

∂2u3
∂x21
+

αp

1 + αx2

∂u3
∂x2
+
∂2u3
∂x22
=
ρ0
µ0

∂2u3
∂t2

x1 ∈ R 0 < x2 < H t ∈ R (2.4)

To determine the displacement and stresses in the periodically layered half-space x2 < 0, the ho-
mogenized model with microlocal parameters (Bielski and Matysiak, 1992; Kulchytsky-Zhyhailo
and Kołodziejczyk, 2007; Kulchytsky-Zhyhailo and Matysiak, 2005, 2006; Kulchytsky-Zhyhailo
et al., 2006; Matysiak et al., 2009; Matysiak and Woźniak, 1987, 1988) is applied. Here only a
brief outline of the governing equations for the case of anti-plane state of strain will be presen-
ted. The homogenized procedure presented by Matysiak and Woźniak (1987, 1988) is based on
theorems of the nonstandard analysis and some physical assumptions, which leads, in the case
of anti-plane state of strain, to the following approximations

u3(x1, x2, t) = w3(x1, x2, t) + h(x2)q3(x1, x2, t) ≈ w3(x1, x2, t)
∂u3(x1, x2, t)

∂x1
≈ ∂w3(x1, x2, t)

∂x1

∂u3(x1, x2, t)
∂t

≈ ∂w3(x1, x2, t)
∂t

∂u3(x1, x2, t)
∂x2

≈ ∂w3(x1, x2, t)
∂x2

+ h′(x2)q3(x1, x2, t)

(2.5)

where w3, q3 are unknowns called macro-displacement and microlocal parameters, respectively.
The function h (called the shape function) is given in the form

h(x2) =






x2 −
1
2
δ1 for 0 ¬ x2 ¬ δ1

− ηx2
1− η −

1
2
δ1 +

δ1
1− η for δ1 ¬ x2 ¬ δ

h(x2 + δ) = h(x2)

(2.6)
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and

η =
δ1
δ

(2.7)

Since |h(x2)| < δ for every x2 ∈ R, then for small δ the terms with h in equations (2.5) are small
and are neglected. However, the derivative h′ is not small and the terms involving h′ cannot be
neglected. The form of the shape function h given in (2.6) secures the fulfilment of the conditions
of ideal bonding on the composite interfaces. The homogenized model presented by Matysiak
and Woźniak (1987, 1988) in the case of anti-plane state of strain leads to the following equations
for the unknowns w3 and q3

µ̃
(∂2w3
∂x21
+
∂2w3
∂x22

)
+ [µ]

∂q3
∂x2
= ρ̃

∂2w3
∂t2

µ̂q3 + [µ]
∂w3
∂x2
= 0 (2.8)

where

ρ̃ = ηρ1 + (1− η)ρ2 µ̃ = ηµ1 + (1− η)µ2

[µ] = η(µ1 − µ2) µ̂ = ηµ1 +
η2µ2
1− η

(2.9)

The non-zero stress components σ(j)13 , σ
(j)
23 , j = 1, 2 in the layer of j-th kind are expressed in the

form

σ
(j)
13 = µj

∂w3
∂x1

σ
(j)
23 = µj

(∂w3
∂x2
+ h′(x2)q3

)
(2.10)

Eliminating the microlocal parameter q3 from (2.8)1 (2.10) by using (2.8)2, leads to the equations

µ̃
∂2w3
∂x21
+ C

∂2w3
∂x22

= ρ̃
∂2w3
∂t2

(2.11)

and

σ
(j)
13 = µj

∂w3
∂x1

σ
(j)
23 = C

∂w3
∂x2

j = 1, 2 (2.12)

where

C = µ̃− [µ]
2

µ̂
=

µ1µ2
(1− η)µ1 + ηµ2

> 0 (2.13)

The following boundary conditions are taken into consideration:
a) on the upper boundary of the FGM layer

σ23(x1,H, t) = 0 x1 ∈ R t ∈ R (2.14)

b) on the interface x2 = 0 between the FGM layer and the periodically stratified half-space

u3(x1, 0+, t) = w3(x1, 0−, t) σ23(x1, 0+, t) = σ
(1)
23 (x1, 0

−, t)

x1 ∈ R t ∈ R
(2.15)

c) the regularity condition at infinity

lim
x2→−∞

w3(x1, x2, t) = 0 (2.16)
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Let us consider a SH wave solution of the form

u3(x1, x2, t) = U3(x2)eik(x1−ct) w3(x1, x2, t) =W3(x2)eik(x1−ct) (2.17)

where i =
√
−1, U3 and W3 are unknown amplitude of displacement in the outer layer and the

periodically layered half-space, respectively, and k and c are the wave number and the phase
velocity, respectively. By using equations (2.4) and (2.11) and (2.17), an ordinary differential
equation are obtained

d2U3(x2)
dx22

+
αp

1 + αx2

dU3(x2)
dx2

+ k2
(c2

c20
− 1

)
U3(x2) = 0 0 < x2 < H (2.18)

and

d2W3(x2)
dx22

+
k2

C
(ρ̃c2 − µ̃)W3(x2) = 0 x2 < 0 (2.19)

where

c20 =
µ0
ρ0

(2.20)

The ordinary differential equation of the second order with variable coefficients (2.18) belongs
to well-known type (Kamke, 1976, p. 401). Its general solution has the form

U3(x2) = (1 + αx2)
1−p
2

[
A1J |1−p|

2

(
q
( 1
α
+ x2

))
+A2Y |1−p|

2

(
q
( 1
α
+ x2

))]
0 < x2 < H

(2.21)

where

q2 = k2
(c2

c20
− 1

)
(2.22)

on the assumption that c > c0, and A1, A2 are unknown constants, which should be determined
from boundary conditions (2.5), and J|1−p|/2(·), Y|1−p|/2(·) are Bessel functions. Equations (2.19)
and (2.17) with condition (2.16) lead to the following solution

W3(x2) = A3 exp(βx2) x2 < 0 β2 =
k2µ̃

C

(
1− c2

c̃2

)
c̃2 =

µ̃

ρ̃
(2.23)

on the assumption that c < c̃ and A3 is an unknown constant. The constant A1, A2, A3 should
be calculated from boundary conditions (2.14) and (2.15).
The further analysis needs to take into consideration two cases: p ¬ 1 and p > 1.

Case 1

Consider that

p ¬ 1 so |1− p| = 1− p (2.24)

To determine the stress component σ23, the following differential relations for the Bessel functions
should be applied (Lebiediev, 1957)

dzνJν(z)
dz

= zνJν−1(z)
dzνYν(z)

dz
= zνYν−1(z) (2.25)
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Bearing in mind equations (2.2), (2.17), (2.21) and (2.24), it follows that the stress component σ23
is expressed in the form

σ23(x1, x2, t) = qµ0(1 + αx2)
1+p
2

[
A1J−1−p

2

(
q
( 1
α
+ x2

))
+A2Y−1−p

2

(
q
( 1
α
+ x2

))]
eik(x1−ct)

(2.26)

where 0 < x2 < H.

From boundary condition (2.14) and conditions of continuity (2.15) as well as equations
(2.26), (2.17), (2.23), (2.12), (2.21), the following algebraic equations for the unknowns A1, A2,
A3 are obtained

A1J−1−p
2

(
q
( 1
α
+H

))
+A2Y−1−p

2

(
q
( 1
α
+H

))
= 0

A1J 1−p
2

( q
α

)
+A2Y 1−p

2

( q
α

)
= A3

µ0q
[
A1J−1−p

2

( q
α

)
+A2Y−1−p

2

( q
α

)]
= CβA3

(2.27)

Eliminating A3 from the system of equations (2.27), it follows that

A1J−1−p
2

(
q
( 1
α
+H

))
+A2Y−1−p

2

(
q
( 1
α
+H

))
= 0

A1
[
µ0qJ−1−p

2

( q
α

)
− CβJ 1−p

2

( q
α

)]
+A2

[
µ0qY−1−p

2

( q
α

)
− CβY 1−p

2

( q
α

)]
= 0

(2.28)

The system of algebraic equations (2.28) has a non-zero solution under the following condition

J−1−p
2

(
q
( 1
α
+H

))[
µ0qY−1−p

2

( q
α

)
−CβY 1−p

2

( q
α

)]

− Y−1−p
2

(
q
( 1
α
+H

))[
µ0qJ−1−p

2

( q
α

)
− CβJ 1−p

2

( q
α

)]
= 0

(2.29)

Equation (2.29) will be solved numerically.

Case 2

Consider now that

p > 1 so |1− p| = p− 1 (2.30)

To determine the stress component σ23, the following differential relations for the Bessel functions
should be applied (Lebiediev, 1957)

dz−νJν(z)
dz

= −z−νJν+1(z)
dz−νYν(z)

dz
= −z−νYν+1(z) (2.31)

Bearing in mind equations (2.2), (2.17), (2.21) and (2.31), it follows that the stress component
σ23 is expressed in the form

σ23(x1, x2, t) = −qµ0(1 + αx2)
1+p
2

[
A1J 1+p

2

(
q
( 1
α
+ x2

))
+A2Y 1+p

2

(
q
( 1
α
+ x2

))]
eik(x1−ct)

(2.32)

where 0 < x2 < H.
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From boundary conditions (2.14) and (2.15) and equations (2.32), (2.17), (2.23), (2.12),
(2.21), the following linear algebraic equations for the unknowns A1, A2, A3 are obtained

A1Jp+1
2

( q
α
(1 + αH)

)
+A2Y p+1

2

( q
α
(1 + αH)

)
= 0

A1Jp+1
2

( q
α

)
+A2Y p+1

2

( q
α

)
= A3

− µ0q
[
A1J 1+p

2

( q
α

)
+A2Y 1+p

2

( q
α

)]
= CβA3

(2.33)

Eliminating A3 from the system of equations (2.33), it follows that

A1Jp+1
2

( q
α
(1 + αH)

)
+A2Y p+1

2

( q
α
(1 + αH)

)
= 0

A1
[
µ0qJp+1

2

( q
α

)
+ CβJp−1

2

( q
α

)]
+A2

[
µ0qY p+1

2

( q
α

)
+ CβY p−1

2

( q
α

)]
= 0

(2.34)

The system of algebraic equations (2.34) has non-zero solutions under the following condition

Jp+1
2

( q
α
(1 + αH)

)[
µ0qY p+1

2

( q
α

)
+ CβY p−1

2

( q
α

)]

− Y p+1
2

( q
α
(1 + αH)

)[
µ0qJp+1

2

( q
α

)
+ CβJp−1

2

( q
α

)]
= 0

(2.35)

Equation (2.35) will be solved numerically.

3. Numerical results

Equations (2.29) and (2.35) will be solved numerically applying the bisection method. For this
aim, the following notations are introduced

ψ =
c2

c20
Ĉ =

Cβ

µ0
(3.1)

Case 1

For p ¬ 1 from (2.28) and (3.1), it follows that

J−1−p
2

( k
α

√
ψ − 1(1 + αH)

)[
k
√
ψ − 1Y−1−p

2

( k
α

√
ψ − 1

)
− ĈY 1−p

2

(k
α

√
ψ − 1

)]

− Y−1−p
2

( k
α

√
ψ − 1(1 + αH)

)[
k
√
ψ − 1J−1−p

2

( k
α

√
ψ − 1

)
− ĈJ 1−p

2

( k
α

√
ψ − 1

)]
= 0
(3.2)

Case 2

For p > 1 from (3.1) and (2.35), it follows that

Jp+1
2

( k
α

√
ψ − 1(1 + αH)

)[
k
√
ψ − 1Y p+1

2

(k
α

√
ψ − 1

)
+ ĈY p−1

2

( k
α

√
ψ − 1

)]

− Y p+1
2

( k
α

√
ψ − 1(1 + αH)

)[
k
√
ψ − 1Jp+1

2

(k
α

√
ψ − 1

)
+ ĈJp−1

2

(k
α

√
ψ − 1

)]
= 0

(3.3)

The obtained numerical results for the dimensionless ratio ψ = c2/c20 are presented in the form
of figures. Figure 2a presents the ratio ψ as a function of the parameter p for three cases of
kH = 1, 2, 4, parameters η = 0.5, α = 0.05 and ratios µ1/µ2 = 4, µ1/µ0 = 2, ρ1/ρ0 = 2. For
α = 0.05 and a small values of H being the thickness of the FGM layer it follows form equation



1132 S. Kowalczyk et al.

Fig. 2. The distribution of the parameter ψ = c2/c20 as a function of the parameter p for kH = 1, 2, 4,
η = 0.5, µ1/µ2 = 4, µ1/µ0 = 2, ρ1/ρ2 = 2, ρ1/ρ0 = 2; (a) α = 0.05, (b) α = 0.5

(2.1) that the coating layer is almost homogeneous for all values of p. For this reason, the values
of the ratio ψ are almost constant. A different case is presented in Fig. 2b, where the same
values of the parameters as in Fig. 2a are taken into account without the parameter α = 0.5. A
weak influence of the nonhomogeneity of the coating layer on the wave speed ψ = c2/c20 can be
noticed.
Figure 3a presents the distributions of ψ as functions of kH for η = 0.5, µ1/µ0 = 2, ρ1/ρ0 = 2,

α = 0.05, p = 0.5 and three cases of values of the ratios: 1 – µ1/µ2 = 4, 2 – µ1/µ2 = 6,
3 – µ1/µ2 = 8. This figure shows that the influence of different features of the sub-layers being
components of the considered foundation on the wave speed ψ = c2/c20 is rather small.
The distributions of ψ as a function of the ratio µ1/µ2 = ρ1/ρ2 for four cases of values

p = 0, 0.5, 1, 2 and η = 0.5, µ1/µ0 = 2, ρ1/ρ0 = 2, α = 0.05, kH = 1 are presented in Fig. 3b.
The curve numbered by 1 (Fig. 3b) shows the dependence of the ratio ψ for p = 0, so it is
the homogenous coating layer and the periodically layered foundation. It can be observed that
values of ψ decrease together with an increase in the parameter p.

Fig. 3. The distributions of ψ = c2/c20: (a) as a function of kH for 1: µ1/µ2 = 4, 2: µ1/µ2 = 6,
3: µ1/µ2 = 8; (b) as a function of µ1/µ2

Figure 4a shows the distributions of the ratio ψ as a function of µ1/µ0 for four cases of the
ratio µ1/µ2 = 4, 6, 8, 10 and η = 0.5, α = 0.05, ρ1/ρ0 = ρ1/rho2 = 2, p = 0.5, kH = 1. The
curve numbered by 1 presents the smallest values of ψ for all the considered nonhomogenities
of the periodically layered foundation.
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The distributions of the ratio ψ as a function of the parameter η for α = 0.05,
µ1/µ0 = ρ1/ρ0 = ρ1/ρ2 = 2, p = 0.5, kH = 1 and for cases of the ratio µ1/µ2 = 4, 6, 8, 10 are
given in Fig. 4b. It can be observed that for η → 1 all curves numbered by 1, 2, 3 and 4 tend to
the same point.

Fig. 4. The distributions of ψ = c2/c20: (a) as a function of µ1/µ0, (b) as a function of η

The limit case η → 1 leads to the homogeneous foundation with the shear modulus µ1 = 2µ0,
coated by the FGM layer with the shear modulus and the mass density dependent in the form
given by (2.1) with respect to the distance from its lower boundary plane. In the case η → 0,
the half-space being the foundation with the shear modulus µ2 is obtained. The values of µ2
depend on the taken into account value of the ratio µ1/µ2. From the assumptions in Fig. 4b, it
follows that the curves are adequate for the cases: curve 1 for µ0 = 2µ2, curve 2 for µ0 = 3µ2,
curve 3 for µ0 = 4µ2 and curve 4 for µ0 = 5µ2, respectively. From Fig. 4b it can seen that the
values of ψ decrease with an increase in the ratio µ1/µ2 for fixed values of the parameter η.

4. Final remarks

The problem of SH wave propagation in an elastic nonhomogeneous half-space is considered. The
body is assumed to be composed of the FGM layer being a coating and periodically stratified
two-layer half-space. The investigations are limited to the anti-plane shear harmonic waves in
the nonhomoeneous body on the assumption that the boundary surface is free of loadings.
The main aim is to determine the wave speed by using the wave number and the mechanical
properties of the components of the half-space. The numerical results present the wave speed in
the dimensionless form. The obtained figures show the influence of the nonhomogeneity of the
coating layer as well as the nonhomogenity of the foundation on the wave speed. The assumptions
of p = 0, µ1 = µ2 = µ0, ρ1 = ρ2 = ρ0 lead to Love’s wave propagation in the homogenous half-
space coated by the homogeneous layer well-known in the literature (see for example Achenbach,
1973; Nowacki, 1970), which is shown in Appendix.

A. Appendix

Taking into account

p = 0 µ1 = µ2 ρ1 = ρ2 (A.1)
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and using equation (2.22), (2,23), (2.9) and (2.13), it follows that

C = µ1 q = k

√
c2

c20
− 1 β = k

√

1− c2

c21
c21 =

µ1
ρ1

c0 < c < c1

(A.2)

Substituting (A.1) and (A.2) into (2.29) and using following relations (Lebiediev, 1957)

J 1
2
(z) =

√
2
πz
sin z J− 1

2
(z) =

√
2
πz
cos z

Y 1
2
(z) = −J− 1

2
(z) Y− 1

2
(z) = J 1

2
(z)

(A.3)

we obtain

µ0q
[
sin

q

α
cos
(
q
( 1
α
+H

))
− cos q

α
sin
(
q
( 1
α
+H

))]

+ µ1β
[
cos

q

α
cos
(
q
( 1
α
+H

))
+ sin

q

α
sin
(
q
( 1
α
+H

))]
= 0

(A.4)

From equation (A.4), it follows that

µ1β = µ0q tan(qH) (A.5)

Equation (A.5) agrees with the characteristic equation for the case of Love’s wave presented in
the monograph by Nowacki (1970) (p. 612, eq. (13)).
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Crack propagation in concrete structures is a very complicated process. An experimental
method to predict the stress distribution of a cracked GFRP reinforced concrete flexural
beam is presented. The beam subjected to four-point bending is internally reinforced with
unidirectional GFRP bars. The aim of this investigation is to study the flexural performance
of reinforced concrete members strengthened using GFRP bars. For the flexural tests perfor-
med on reinforced concrete beams strengthened with GFRP bars, the ultimate load of the
beams strengthened with GFRP was reasonably increased. The mode of failure for beams
reinforced with GFRP sections is slightly different compared with the traditional beam. The
GFRP reinforced concrete beams fail either by concrete crushing at the compression zone
or rupture of the GFRP reinforcement.

Keywords: crack propagation, flexural failure, concrete, GFRP bars, stress distribution

1. Introduction

Nowadays, the construction industries around the world face a major problem due to corrosion of
steel reinforcement. The cost of maintenance of any deteriorated reinforced concrete structures
is very expensive. GFRP composite bars are an excellent alternative to steel bars for reinforcing
concrete structures in severe environments.
In the last two decades, a number of studies have been carried out to investigate the flexural

response of FRP RC beams (Ritchie, 1991; An et al., 1991; Meier et al., 1993). Therefore, flexural
failure is a common phenomenon in the case of concrete members. Plain concrete when subjected
to flexural loads fails due to crack propagation. In this work, the effects of several further
important parameters on the formation and propagation of cracks in concrete are investigated
in order to better understand the decisive phenomena of concrete failure under different loading
conditions. When RC beams reach ultimate state with the first two failure modes, the load-
-carrying capacity of the beams can be easily estimated by applying conventional methods
derived using a plane conservation concept.
Experimental studies have been performed to investigate flexural, shear, and failure modes

of FRP RC beams (Swamy and Roberts, 1995; Saadatmanesh and Ehsani, 1991; Ritchie et al.,
1991; Chajes et al., 1994; Sharif et al., 1994). These studies indicated failure modes that can limit
the strengthening effect of FRP retrofitted structures. Recently, four-point bending experiments
were performed on FRP strengthened RC beams and compared structural behaviors of beams
retrofitted by CFRP (carbon FRP) for flexural strengthening and by GFRP (glass FRP) for shear
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strengthening (Kachalakev and McCurry, 2000). The FRP reinforcement technique for bridge
and continuous RC beam applications was investigated by Pham and Al-Mahaidi (2004), Ashour
(2004). Both studies used CFRP sheets and observed the failure mechanism of the reinforcement
beams. The effect of initial load on the structural behavior of FRP RC beams was also studied by
Shin and Lee (2003), Wenwei and Guo (2006), who performed experiments on CFRP RC beams
under different sustaining loads. The former study showed that the different sustain load levels
have influence on the deflection of the beam. The latter study investigated the effect of initial
load on the ultimate strength of the CFRP reinforcement RC beams and a theoretical model
was proposed that could predict ultimate strength of the beams under sustaining loads. Shear
capacity of FRP reinforcement beams was presented (Bencardino et al., 2007; Jayaprakash et al.,
2008). The first study tested CFRP reinforcement RC beams cast without shear reinforcements
and observed failure modes in shear. It was concluded that the FRP retrofitted RC beams
could avoid shear failure if a carefully designed anchorage system was installed in the beams.
Another study (Jayaprakash et al., 2008) showed that bi-directionally attached CFRP strips
significantly increased the shear capacity of the RC beams. They also investigated the effect of
orientation of CFRP strips on ultimate shear capacity as well as crack propagation. The cracking
may significantly affect the moment redistribution in continuous members and more accurate
assessment of the influence of FRP reinforcement on the behavior of RC elements (Matos et al.,
2012).

2. Experimental study

2.1. Materials

For all beams ready mixed concrete was used which had been aged for 28 days. 25MPa
concrete grade was used in the manufacturing of these beams using Ordinary Portland cement
and crushed aggregates with maximum size of 12mm. The initial elasticity modulus E was
34GPa and the measured tensile strength was 2.1MPa. The concrete slump was 100mm. For
the internal GFRP reinforcement 4 bars HA12 (diameter of 12mm) were used. The resistance
capacity in shear was provided from 6mm diameter shear reinforcement with 120mm spacing.
Properties of the GFRP and steel bars used in this study and details of beam cross-section
are shown in Table 1 (Schock Bauteil GmbH Combar Co., 2006; Aboutaha, 2004). The average
ultimate tensile strength was 738MPa and 400MPa, respectively for GFRP and steel bars. The
modulus of elasticity of the tensile reinforcement bars was 60GPa and 200GPa, respectively for
GFRP and steel. The beams were casted with concrete with a cover of 20mm. For the tensile
reinforcement, two 12mm diameter bars were used, and for the construction reinforcement, two
8mm diameter as the upper reinforcement (Fig. 1).

Table 1. Properties of the GFRP and steel bars used in this study

Type of bar
Glass Steel
Nominal diameter 8 and 12mm

Tensile modulus of elasticity [GPa] 60± 1.9 200± 7
Ultimate tensile strength [MPa] 738 ± 22 400 ± 11
Density 2.2 7.85

2.2. Variables of the experiments and beams

In this investigation, four point flexural tests were performed with the experimental variables
being shear strengthening or no shear strengthening in the central zone. In our experimental stu-
dy, we investigated the influence of the internal reinforcement amount in the composite material
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Table 2. Composition and characteristics of the concrete

Cement I
[kg/m3]

Water
[kg/m3]

Sand
[kg/m3]

Aggregate Aggregate Compressive
Slump
[mm]

(4/12) (12/20) Strength
[kg/m3] [kg/m3] [MPa]

350 207 880 300 650 25 100

Fig. 1. GFRP bars reinforcement and the beam cross section

on the RC beam response. Two types of beams are studied, with shear GFRP internal reinforce-
ment in central flexural zone in comparison and with steel internal reinforcement. Three beams
were reinforced with GFRP bars (designated BG) and three with steel bars (designated BS). All
beams were provided with 6mm diameter mild stirrup and were designed to fail in flexure. All
reinforced concrete beams had spam of 1650mm and rectangular cross section 200mm×150mm.
The beam cross section was presented in Fig. 2. All beam tests were carried out using a cali-
brated 500 kN testing machine with displacement-rate control. The data acquisition system was
started a few seconds before load application. The displacement rate of loading was kept con-
stant during the tests (0.005mm/s). The beam was mounted on cylindrical contacts which were
simply supported. Crack width was controlled step by step during loading. The cracks were
marked by a color marker directly on each beam.

Fig. 2. Beam cross section (all dimensions are in mm)

The objective of this investigation is to study the mechanisms of flexural failure and stress
distribution. The mechanical properties enhancement have been evaluated trough comparison of
the strengthened beams mechanical response with the mechanical response of the control beam
with steel internal reinforcement. The beam response has been quantified in terms of stress
distribution and deflections at the mi-spam. The strain evolution as well as some components
of the displacement field has also been monitored.
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2.3. Arrangement of strain gauges

Electrical strain deformeter was installed on the flexural plate surface. To obtain an accura-
te deflection reading, four Linear Variable Differential Transducer (LVDT) were also mounted
and one at the mid-span and them connected to a data logger. Since the interface meso-crack
propagation pattern was known, the monitoring of the local failure behavior could provide in-
formation on the crack-initiation point and on the direction of crack propagation. Electrical
strain deformation was installed in order to obtain deflection reading by LVDT (Fig. 3). The
detectors were installed on the flexural for both steel and GFRP reinforcement and strain versus
load plots were considered. The time “zero” was chosen at the beginning of the load history,
or at the moment in which the load was applied. Thus, if the local failure is considered as a
“moment” in the load history, the sequence of local failures in the monitored spots can reveal
the interface crack initiation point and the crack propagation direction. A schematic diagram of
testing arrangement is presented in Fig. 3. We used uni-axial strain gages type CEA-06-250-350
with factor gage 2.08 ± 0.5% and resistance 350.0 ± 0.5% at 24◦C. Figure 4 shows the strain
gages fixed to the GFRP bars and attached to the extensometer pont.

Fig. 3. Schematic diagram of the test set-up

Fig. 4. Gauges for longitudinal deformations

2.4. Longitudinal modulus of elasticity

Uniaxial compression tests on cylindrical samples 16 × 32 cm were performed to determine
the longitudinal modulus of elasticity of concrete used for casting the concrete test beams.
The device used showed in Fig. 5 was mounted on a hydraulic press with numerical control.
The maximum capacity of this press was 5000 kN with loading speed compression 0.005mm/s.
The longitudinal elastic modulus of the concrete measured on new specimens was identical to
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the given average of 34122MPa. The evolution of the stress in the concrete according to the
deformation is shown in Fig. 6.

Fig. 5. Test of the longitudinal elasticity modulus

Fig. 6. Evolution of the stress in the concrete vs deformations

3. Analytical study

The term of deformation of the steel in tension εs0 in the case of uncracked section can be
expressed by the following expression

εs0 =
Z0
Z1

(
εs1 +

Nc

As

)
(3.1)

where Z0 being the lever arm in the cracked section, Z1 – lever arm in the uncracked section,
Nc – normal tensile stress of concrete.
The deformation of steel in the case of cracked section ε1 can be found from a conventional

calculation by the expression

εs1 =
d− y
EcI

M (3.2)

where y is the position of the neutral axis in the cracked section, Ec – modulus of elasticity of
the concrete, I – inertia of the cracked section.
The conditions of adhesion between reinforcement bars and concrete are modeled involving

a scalar variable mechanical damage D (between 0 and 1) given by the following expression

εc =
(1−D)εs0

n
(3.3)

where εc is the deformation of the concrete area, εs0 – deformation of bar reinforcement in the
uncracked section.
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From equations (3.1) and (3.3) we can express, in the case of the uncracked concrete section,
the normal strains in concrete and in the bars. They are as follows

εc =
εs1

Z0
Z1

(
1
1−D +

C
nAs

) εs0 =
εs1

Z0
Z1

(
1 + (1−D)CnAs

) (3.4)

where C is the contribution of the tensioned concrete surface and n is the equivalence coefficient
of concrete steel. We compare the evolution of experimental and theoretical deformations of two
reinforcement concrete beams for both BG and BS beams.

4. Presentation and discussion of the test results

4.1. Load-deflection

The load-deflection behavior of all the beams tested is shown in Fig. 7. Initially, all the
beams have relatively the same stiffness. However, once the beam cracked, the stiffness of the
GFRP reinforced concrete beam decreased at a faster rate compared with the control beam. This
resulted in a larger deflection of the GFRP reinforced concrete beam. The recorded deflections
near failure for all beams BG, and BS were, 50mm, and 32mm, respectively. It can be seen from
Fig. 7 that the stiffness of the beams BG was much lower than that of the beam BS. Again, this
was due to the lower elastic modulus of the GFRP sections compared with steel reinforcement.
At the same load level, the deflection of beams reinforced with GFRP sections was higher by
about 2 to 3 times compared with the beam BS. Thus, at the service load, deflection of the
beam reinforced with GFRP sections would be higher than in the beam BS and may not satisfy
the design criteria. In addition, a larger deflection would also lead to a wider crack width of the
beam.

Fig. 7. Load-deflection of all tested beams

4.2. Load-reinforcement strain

The tensile strain of the reinforcements was measured and recorded using electrical strain
gauges. The load-reinforcement strain behavior of all the beams tested is shown in Fig. 8. It
can be seen that the behavior of the load-reinforcement strain was quite similar to the load-
deflection of the beams. An increase in the applied load increased the tensile strain of the
reinforcement. From Fig. 8, it can be seen that the bond between concrete and GFRP and steel
reinforcements was relatively good. That ensured the transfer of tensile load from concrete to
the tensile reinforcements. The experimental results also indicated that the strain of the GFRP
reinforcement had linear behavior up to failure. On the other hand, the steel reinforcement
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had a yield point before failure. Thus, in the design process, the aspect of ductile behavior
of the beam needs to be taken into account based on the type of tensile reinforcement used.
The recorded tensile strain near failure for beams BGI and BS were about 15000 and 5000
micro strains, respectively. On the other hand, the steel reinforcement started to yield at about
3200 micro strains. Obviously, the behavior of the steel reinforcement was elastic-plastic while
the GFRP section experienced only elastic behavior. These different strain characteristics of
the reinforcement have to be considered when the GFRP section is to be used as concrete
reinforcement.

Fig. 8. Load-reinforcement strain of all tested beams

4.3. Failure mode

The recorded experimental results show that all the beams failed in flexure by crushing of
concrete at the compression zone. The total number of cracks generated for beams BG and BS
were 21 and 6, respectively. Hence, the beam with a lower ultimate load due to a lower elastic
modulus experienced a lower number of cracks compared with the beam that had a higher load
carrying capacity. In addition, the crack spacing for the beam BS was also larger than beam BG
and BS. The measured average crack spacing for beams BG and BS were 40mm and 130mm,
respectively. It was also observed that the first crack of the GFRP reinforced concrete beams
BG was higher by 50% compared with the beam BS. This result was confirmed by Mias et al.
(2015) who found that the use of GFRP bar reinforcement led to an increase in the average
crack spacing and crack width.
The first crack load for GFRP reinforced concrete beams was 5 kN while for the beam BS

this value was 10 kN. A schematic diagram of the cracking of all the beams tested in this study
is shown in Fig. 9.

Fig. 9. Diagram of the cracking of beams

Crack propagations were observed during the tests. They are illustrated in Fig. 10. In the
control specimen, crack initiation occurred at 2.1 kN around the locations where the load was
applied. As the applied load increased, cracks propagated from the beam center and loaded
points. When the applied load reached 40.2 kN, the reinforcing bar yielded and flexure failure
was observed in the specimen. In this load case, the interface crack was initiated at the beam
mi-spam and propagated towards the support. At the same time, the data collected from the
strain deformeter placed on the composite material showed that the local failure took place
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Fig. 10. Level of crack propagation

simultaneously at all monitored regions. Moreover, the simultaneous local failure detected in
the composite material coincided with the global failure of the beam and with the “last” local
failure on the flexural steel/concrete cover interface. Figures 11 and 12 show that the curve of
superior fiber strain (F-sup1 and F-sup2) decrease above the load of 25 kN. This means that
the concrete was damaged and plasticized. Contrary to the curve of the inferior fiber strain
(F-inf1 and F-inf2), it was still linear. This result confirms the GFRP linear elastic behavior
until rupture. The first cracks appeared in the beam at a load of 25 kN. There were five active
cracks with spacing of 62.4mm in the half span of each beam. Crack widths corresponding to
the 45 kN load of the beam were respectively 0.325mm, 0.315mm, 0.361, 0.324 and 0.373mm.
We compared the evolution of experimental and theoretical deformations of two reinforcement
concrete beams for both types BG and BS. Figures 13 highlights the transfer effort of the
reinforcing bar to the concrete in tension. This finding is best seen in the case of the steel beam.
An increase in the applied moment generates multiple simultaneous effects. On the one hand,
the deterioration of adhesion will continue locally in the portions located between the bending
cracks. When degradation is complete, the concrete will not be driven by the reinforcements and
mechanically no longer participate. On the other hand, new bending cracks will form in areas
closer and closer to the supports. Finally, the area of non-compliance with respect to damage to
the adhesive will expand, which means that other sections located between the bending cracks
will suffer degradation of adhesion.

Fig. 11. Beam cracking modes: (a) steel beam, (b) GFRP beam

Fig. 12. Strain evolution
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Fig. 13. Evolution of strain in the bar versus moment

The local mechanical behavior has been compared with experimental measurements, the
results show good correlations. We can conclude that the local failure mechanism which controls
the global failure behavior of the strengthened system takes place in the concrete cover for the
beam geometry.

5. Conclusion

In this paper, flexural tests were performed for concrete beams reinforced by GFRP bars. The
main conclusions drawn from the study are as follows:
• The concrete beam reinforced with GFRP sections experienced a lower load carrying ca-
pacity and stiffness compared with the conventional reinforced concrete beam. This was
mainly due to the lower elastic modulus of the GFRP section compared with the steel
reinforcement.
• The number of cracks for the beam reinforced with GFRP section was higher than in the
conventional beam. In addition, the average crack spacing of the GFRP reinforced concrete
beam was also larger compared with the control beam.
• The curve of superior fiber strain (F-sup1 and F-sup2) decreased above the load of 25 kN.
This means the concrete was damaged and plasticized. Contrary to the curve of the inferior
fiber strain (F-inf1 and F-inf2) it was still linear. This result confirms the GFRP linear
elastic behavior until rupture.
• An increase in the applied moment generates the deterioration of adhesion, and new ben-
ding cracks are developed.
• The modes of failure for beams reinforced with GFRP sections were slightly different com-
pared with the control beam. The GFRP reinforced concrete beams fail either by concrete
crushing at the compression zone or rupture of the GFRP reinforcement. Failure due to
rupture of GFRP reinforcement is not recommended since it may result in catastrophic
failure of the structure.
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Numerical simulation provides a valuable assistance in the controlling of forming processes.
The elasto-plastic orthotropic constitutive law is based on the choice of an equivalent stress,
a hardening law and a plastic potential. An identification of the model parameters from an
experimental database is developed. This database consists in hardening curves and Lank-
ford coefficients of specimens subjected to off-axis tensile tests. The proposed identification
strategy is applied to aluminum sheets. The behavior of this material is studied under several
solicitations. The anisotropic behavior of the aluminum plate is modeled using the Barlat
criterionand the hardening law. The obtained Lankford coefficients are compared to those
which are identified by a different strategy.
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1. Introduction

Except for certain processes such as molding, a large majority of metal parts is obtained by
forming processes during which the material is plastically deformed. They are optimized to
reduce the cost, which requires manufacturers to increasingly use numerical simulation and,
therefore, need to describe the material behavior.
These simulations are often flawed by a simplified description of the plastic behavior of the

material; particularly the anisotropy of rolled sheets (Ghouati and Gelin, 2001; Znaidi, 2004;
Haddadi et al., 2006; Kim et al., 2007; Barlat and Lian, 1989). Therefore, it is important to
accurately model the plastic behavior of metals in large deformation in order to better predict
their behavior of the part during the forming processes (Boubakar and Boisse, 1998; Manget
and Perre, 1999; Dogui, 1989).
To describe the plastic behavior of the material, it is necessary to clarify the concept of the

load surface related to a plasticity criterion (Barlat and Brem, 1991) that indicates conditions
of plastic flow.
The experimental determination of these areas through various mechanical testing and ma-

thematical modeling has been the subject of many inquisitive efforts such as those using the
Von Mises criterion because of its implementation in most commercial finite element codes. This
criterion is called the energy criterion in which the elastic deformation energy of the material
must not exceed a limit value to remain within the elastic range.
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In the case of a metal sheet, the material is considered as having orthotropic plasticity where
it reserves three preferred directions as it is used in the Hill criterion (Hill, 1948).
Also, to describe the asymmetric behavior in tension and compression such as the anisotropy

of a compact hexagonal structure of a metal sheet, Cazacu et al. (2008, 2009) proposed a new
orthotropic criterion (Barlat and Lian, 1989; Gronostajsk, 2000; Plunkett et al., 2006).
The objective of this work is to provide a model for numerical simulation of forming processes

by plastic deformation of thin metal sheets. Hence, the importance of developing a general
framework for elasto-plastic orthotropic models (initial orthotropic and isotropic hardening)
based on the choice of an equivalent stress and using the Barlat criterion especially for aluminum
alloys (Barlat and Brem, 1991), a hardening law and a plastic potential (Znaidi et al., 2009;
Baganna et al., 2010). An identification of the model parameters from an experimental database
is developed.
This database consists of many hardening curves from various tests interpreted as homoge-

neous (Znaidi, 2004) and their Lankford coefficients (Lankford et al., 1950). Those plates are
obtained from a hot-rolling process. We use in our work a method called the Simplex algorithm
for computer programming to identify the constitutive parameters of the material behavior. This
is an important step. A new identification strategy with its validation will be presented, followed
by a comparative study using the Hill criterion.

2. Anisotropic elasto-plastic constitutive laws

The formulation of the anisotropic elasto-plastic behavior in large deformations is well under-
stood now (Znaidi, 2004; Haddadi et al., 2006; Boubakar and Boisse, 1998; Manget and Perre,
1999): using the formalism of the rotating frame ensures the objectivity of the behavior law
regardless of the natural (isotropic, anisotropic) constitutive model functions.
In this work, we focus on the plastic hardening behavior. The materials are considered as

incompressible with negligible elastic deformations. The plastic hardening constitutive laws that
we have to study fall within the following framework (with the stress tensor)

f(σ, α) ¬ 0 α = Q[α] (2.1)

with Q being the transformation tensor of Lagrange state to Eulerien state. α represents the
internal hardening variable

D = λh(σ, α) α̇ = λl(σ, α) (2.2)

with λ as the plastic multiplier that can be determined from the consistency condition ḟ = 0
and D is the plastic deformation rate tensor.

3. Orthotropic plasticity model

Models are formulated for standard generalized materials with isotropic hardening which are
described by an internal hardening variable, a law of evolution and an equivalent deformation.

3.1. Internal variable hardening

This work is limited to plastic orthotropic behavior. In fact, the material is initially ortho-
tropic and remains orthotropic. The isotropic hardening is assumed to be captured by a single



Identification strategy of anisotropic behavior laws... 1149

scalar internal hardening variable denoted by α. In particular, we will assume that the elastic
range evolves homothetically, the yield criterion is then written as follows

f(σD, α) = σc(σD)− σs(α) (3.1)

where σD is the deviator of the Cauchy stress tensor (incompressible plasticity).
The function σc(σD) satisfies the following condition

σc(aσD) = aσc(σD) for all a > 0 (3.2)

This property implies that the normal nc = ∂σc/∂σ
D is homogeneous of the zero degree with

respect to σD

nc(aσD) = nc(σD) for all a > 0

σD : nc = σc
(3.3)

3.2. Evolution law

We assume the existence of a plastic potential g(σD, σs(α)) as follows

g(σD, σs(α)) = σp(σD)− σs(α) (3.4)

The hardening function σs(α) plays the role of the thermodynamic function associated with the
internal hardening variable α.
The function σp(σD) is assumed to beorthotropic positively homogeneous in the first degree

with respect to σD. The evolution law can be written as follows

D = λnp np =
∂σp
∂σD

α̇ = −λ ∂g
∂σs
= λ (3.5)

The hypothesis of associated plasticity implies that the plastic potential g is identically σc.
The behavior model will be defined by data from two equivalent stresses, σc and σp, which

are unique and similar. We consider the case of non-associated normality.

3.3. Equivalent deformation

The equivalent deformation is obtained according to one of the following definitions:
— Equivalent deformation under the criterion εc

ε̇c =
1
σc
(σD : D) =

1
σc
(σD : D) =

λσp
σc

(3.6)

— Equivalent deformation according to the potential εp

ε̇p =
1
σp
(σD : D) =

1
σp
(σD : D) = λ (3.7)

4. Orthotropic equivalent stresses

Any orthotropic function σc(σD) with respect to σD is written in a general way according to
the following invariant:
— isotropy: det(σD), |σD|
— transverse isotropy: σD :m3, (σD)2 :m3

— orthotropy: σD : (m1 −m2),
√
(σD)2 : (m1 −m2)
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where mi = ~mi ⊗ ~mi (without summation), ~mi being the orthonormal orthotropy landmark.
The application of this configuration to the stress deviator gives us

x1 =
√
3
2
(σD11 + σ

D
22) x2 =

1√
2
(σD11 − σD22 x3 =

√
2σD12

x4 =
√
2σD23 x5 =

√
2σD13

(4.1)

Using the special setup of the space deviators, we can write the stress deviator as follows

|σD| =
√
x21 + x

2
2 det(σD) =

x1√
6

(
x22 −

x21
3

)

x1 =
√
3
2
(σD1 + σ

D
2 ) x2 =

1√
2
(σD1 − σD2 )

(4.2)

We introduce the angle θ which defines the orientation of σD in the deviatory plane

x1 = |σD| cos θ x2 = |σD| sin θ (4.3)

We define the off-axis angle ψ (angle which defines the orientation of the loading directions with
respect to the preferred direction of the material) as in the following

x1 = x1 x2 = x2 cos 2ψ x3 = x2 sin 2ψ (4.4)

This allows us to write them in terms of the two angles θ and ψ

x1 = |σD| cos θ x2 = |σD| sin θ cos 2ψ x3 = |σD| sin θ sin 2ψ (4.5)

Using the special setup of the space deviators, the general form of the equivalent orthotropic
plane constraint, is thus

σc(σD) = σc(x1, x2, |x3|) =
|σD|

f(θ, 2ψ)
(4.6)

Any type of criterion (4.6) can be written in the form

f(θ, 2ψ) =
|σD|
σs(α)

(4.7)

where θ is the angle that defines the test and ψ the off-axis angle (Baganna et al., 2010; Lankford
et al., 1950).

Table 1. Values of θ relative to various tests

Test
Expansions Simple Large Simple
equibiaxes traction traction shear

θ 0 π/3 π/6 π/2

5. Identification procedures

5.1. Basic assumption

In this Section, we focus on the phenomenology of plastic behavior; especially modeling
plasticity and hardening based on experimental data represented as families of hardening cu-
rves, and Lankford coefficient data. In order to simplify our identification process, the following
assumptions are adopted:
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• Hypothesis 1 – Identification through “small perturbations” process.
• Hypothesis 2 – The tests used are considered as homogeneous tests.
• Hypothesis 3 – We neglect the elastic deformation; the behavior is considered as rigid
plastic incompressible.

• Hypothesis 4 – The plasticity surface evolves homothetically (isotropic hardening).
• Hypothesis 5 – All tests are performed in the plane of the sheet resulting in a plane stress
condition.

5.2. Limitation of the model

The identified model is defined by:

• An equivalent stress σc(A : σD), σc is an isotropic function. It is assumed that the shape
is defined by coefficients of the form mi.

A – 4th order orthotropic tensor defined by anisotropy coefficients ai.

• A potential equivalent stress σp(Ap : σD), σp is defined by coefficients of the form m′i and
anisotropic coefficients a′i.

• Hardening curve σs(α)
The tests used for the identification of this model are “radial” and “monotonous” tests

σ = σa (5.1)

with σ > 0 and increasing, and a is constant.

And the deformation tensor is

ε = εb (5.2)

Knowing that σ(ε) is determined from experimental tests as r(ψ).

According to the yield criterion (3.1)

σc(q)− σs(α) ¬ 0 (5.3)

where q = A(ai) : σ, thus q = σA(ai) : a.

So the equivalent stress (positively homogeneous of one degree)

σc(σA : a) = σσc(A : a) = σae (5.4)

The equivalent deformation is determined from the duality relation

ε̇c =
σε̇

σc
(5.5)

Similar to the equivalent deformation relative to the potential, we write

εp = εbe (5.6)

When the potential identifies the criterion, we have be = 1/ae.

Under these conditions, our hardening curve may be written as in the following

σae = σs(εbe)⇒ σ =
σs(εbe)
ae

(5.7)
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First comment
If our hardening curve is shown by an analytical law such as the following law

σs = k(α0 + α)n ⇒ σ =
k(α0 + εbe)n

ae
= ktest(αtest + ε)n

ktest =
kbne
ae

αtest =
α0
be

(5.8)

when n is the same for all tests.
A second analytical law

σs = σ0 + kαn ⇒ σ =
σ0 + k(εbe)n

ae

σs = σ0test + ktestεn with σ0test =
σ0
ae

ktest =
kbe
ae

(5.9)

In conclusion, we can say that regardless of the analytical law representing the hardening curve
and whatever the test, the value of n does not change.

Second comment
We can also begin our identification procedures using the Lankford coefficient as determined

from the tensile test by

r =
ε̇2
ε̇3
= − 1
1 + ε̇1/ε̇2

(5.10)

We can notice that the Lankford coefficient is independent of ε. This coefficient is equal to one
in the case of isotropy, and remains constant in the case of transverse isotropy. However, in
the case of orthotropy, it varies depending on the off-axis angle ψ. This coefficient completely
characterizes the anisotropy of the sheet when loaded in its plane

ε̇ = λnp(σa) aTψ =
ε̇1
ε̇2
=
[np(a)]11
[np(a)]22

r(ψ) = − 1
1 + aTψ

(5.11)

So identifying this coefficient, means determining aTψ relative to a well chosen model.

6. Results and discussion

This identification strategy requires: (a) an experimental database, (b) criterion for anisotropic
plasticity and (c) validation strategy.
In the particular case of aluminum sheets, where anisotropy is present, the identification of

this constitutive law requires the identification of:

• The hardening coefficients k and n,
• The anisotropy coefficients f , g, h, and n notes that ai has the form factor of m,
• The Lankford coefficient r(ψ).

The test specimens are cut in different directions relative to the rolling direction of the sheet,
according to the geometry defined in Fig. 1.
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Fig. 1. Test piece in tension. Definition of the systems axis and current dimensions of the active area
(b0 = 12.5mm)

6.1. Identification of k and n

Using the Hollomon law

σs = kεn (6.1)

And using the Barlat criterion (Barlat and Brem, 1991)

σmc = |q1 − q2|m + |q2 − q3|m + |q1 − q3|m (6.2)

where q1, q2 and q3 are the eigenvalues of the tensor q defined by Eq. (5.3).
Using the plastic Barlat model and respecting the assumptions, the identification of the thin

aluminum sheet is equivalent to choosing the coefficients of the model while minimizing the
squared difference between the theoretical and experimental results.
In Table 2, we present the values of k and n for different tractions tests.

Table 2. Identification of the constants of the hardening law

ψ 0◦ 45◦ 90◦

K [daN/mm2] 15.1117 17.2835 13.8759
n 0.253 0.2316 0.2485

Knowing that the coefficient n is the same for all tests as demonstrated at the beginning of
this work. By convention we choose n for traction in the direction ψ = 0◦ as a reference. For
n = 0.253, we present different values of k (Table 3).

Table 3. Identification of the constant hardening law for the fixed n

ψ 0◦ 45◦ 90◦

K [daN/mm2] 15.1132 18.0828 14.002

In Figs. 2a and 2b, the experimental hardening curves (exp) and the curves identified from
the model (ident1) using an average value of n and the curves identified by our model (ident2)
are represented. For tensile tests in ψ = 45◦, the two models (ident1) and (ident2) give a clear fit
between the theoretical and experimental results. However, for tests in ψ = 0◦, identifying these
results provides better validation for a good agreement between the experimental and theoretical
results for the model (ident2) presented in this work.

6.2. Identification of anisotropic coefficients ai and shape coefficient m

Our second identification determines the coefficients of anisotropy (f , g, h, n) and the shape
coefficient m (Table 4), considering the Barlat criterion (6.2).
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Fig. 2. Identification of the hardening curve: (a) ψ = 0◦, (b) ψ = 45◦

Table 4. Identification of anisotropic coefficients and the shape coefficient m

F g h n m

0.2854 0.2064 0.3335 0.8921 6.9584

6.3. Evolution of the anisotropic and the Lankford coefficient

Using the identified anisotropic coefficients, we represent in Fig. 3a the developments of the
Lankford coefficient and the evolution of the anisotropy based on off-axis angles (Fig. 3b).

Fig. 3. (a) Evolution of the Lankford coefficient and (b) evolution of the anisotropy based ψ

We find a good agreement between the experimental results and those from the model using
the Barlat criterion. We notice an important anisotropy at ψ = 45◦ (see Fig. 3b). However, the
identification using the Hill criterion is not validated by the Lankford coefficient.

6.4. Evolution of the load surface

The model (ident2) allows us to study the load surface on each test. We note that this
material is resistant to simple shear much more than to simple traction. In contrast, the plastic
flow in wide traction (i.e. the specimen length is comparable to its width) is quickly reached.

7. Validation

We use tensile tests at ψ = 90◦ in order to validate our model. The results show a good agreement
between the theoretical results on the model (using anisotropic coefficients, shape coefficient m)
and experimental data (Fig. 5).
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Fig. 4. Evolution of the load surface in the deviatory plane (x2, x3)

Fig. 5. Validation of the hardening curve at ψ = 90◦

8. Conclusion

In this work, we show that the identification strategy results can be extracted. This identifica-
tion has focused both on plastic material parameters of the constitutive law and the Lankford
coefficients. Thus, the plastic behavior model: the Hollomon law and the Barlat criterion with
5 parameters are identified.
Validation by comparing the models with the experiment data base has been performed.
The model using the Barlat criterion is in good agreement with the experimental results

relating to the Lankford coefficient. It is better than the Hill model.
Following this strategy, we observe very pronounced anisotropy of Aluminum A5 and the

load surface for different tests at the end of this identification.
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The article presents analysis of the stochastic technical stability of mathematical models
(described by the second-order ordinary differential equations) of technical objects, on the
example of a moving motor vehicle with the disturbed location of the center of mass, as
a result of a non-uniform load. After conducting simulation of motion of a sport vehicle
mathematical model, using the MSC Adams/Car software, executing a maneuver of double
lane change without completely returning to the original road lane, interpretation of the
results in accordance with the given definition has been attempted. Specifically, the aspect
of determining the probability of the solution remaining in a certain area of feasible solutions
has been highlighted, as well as determination of the magnitude of this probability for stable
motion. In addition, attention has been paid to the selection of the upper limit of probability,
for which, under certain conditions, stable motion can be determined.

Keywords: stochastic technical stability, mathematical model of motor vehicle, nonlinearity

1. Introduction

Analyses on the safety and dynamics of the means of transport seem an important issue from
the scientific research point of view. These studies can be performed on real objects or by using
their mathematical models and simulating their motion. One of the problems strictly related
to the road traffic safety is the stability of the motor vehicle in different traffic conditions, for
example with various vehicle load and road surface conditions. For examination of stability
various criteria may be used (Börner and Iserman, 2005; Heinzl et al., 2002; Kaneko et al., 2002;
Lenasi et al., 1998; Mokhiamar and Abe, 2002), however not all give clear solutions or allow
taking into account random disturbances acting on the examined model.
In the presented analysis, definition of the stochastic technical stability (Bogusz, 1972) is

used, because of the possibility to consider random external disturbances acting on the system
(derived from an uneven road surface for motor vehicles, see Kisilowski and Zalewski (2008a,b),
or from the inequalities of the track for railway vehicles, see Kisilowski et al. (1985), Kisilowski
and Kardas-Cinal (1993). Furthermore, it is possible to analyse the obtained results on the
basis of motion trajectories, which in turn allows making reference to the results or assumptions
concerning research on the real motor vehicles.
The aim of this paper is to present examination of the stochastic technical stability on the

example of a moving motor vehicle.
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2. Description of the considered example

When examining the stochastic technical stability, the following assumptions are made:

• the vehicle body is assumed to be rigid;
• randomly occurring road surface unevenness is described as a stochastic process which is
stationary in a broader sense and globally ergodic;

• all coordinate systems are adopted as in Zalewski (2011);
• flexible elements connecting wheel masses to the vehicle body are described by non-linear
functions.

Figure 1 shows the physical model of the simulated two-seater sport vehicle in the MSC
Adams/Car environment, with degrees of freedom accepted as in Nabagło (2006). This model is
assumed to reflect the real vehicle, however no identification concerning this assumption has been
performed. The load is represented by two masses corresponding to the driver and the passenger
as well as the baggage located in the front of the vehicle (under the bonnet). The location of
the center of mass of the vehicle body has been determined in relation to the so-called point
“origo” (Fig. 2), which represents the origin of the coordinate system Odxdydzd located on the
road surface, but moving along with the vehicle.

Fig. 1. Full physical model of the examined vehicle. Source: MSC Adams/Car

The suspension in the physical model consists of wishbone arms and McPherson struts.
Elastic-damping elements have non-linear characteristics. Power is transferred to the rear wheels,
the engine is also mounted at the back of the vehicle. A typical steering system is used.
Assuming that the vehicle body can be represented by a set of cuboids mapping specific

parts in a vehicle body, mathematical model of the vehicle is described basing on the works
by Gillespie (1992) and Ng (2008), using the equations for translational and rotational motion.
It is also supplemented by equations describing both the suspension and the unsprung masses
(Nabagło, 2006).
The basic parameters of the sport vehicle model in MSC Adams/Car are:

• mass of the unladen vehicle body mV B = 995 kg;

• nominal coordinates of the center of mass of the unladen vehicle body relative to the
“origo”: xc = 1.5m, yc = 0, zc = 0.45m;

• nominal values of the moments of inertia relative to the axes passing through the
“origo” in the unladen vehicle body: Ixx = 401.485 kgm2, Iyy = 2940.237 kgm2,
Izz = 2838, 750 kgm2;

• nominal values of the moments of deviation relative to the axes passing through the “origo”
in the unladen vehicle body: Ixy = 0kgm2, Ixz = 671.625 kgm2, Iyz = 0kgm2.
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For the analysis of motion analysis in extreme conditions, the location of the center of mass
in the vehicle body is assumed to have been disturbed resulting from the uneven load. By adding
masses of the driver, passenger and baggage, the mass of the entire vehicle is increased, and its
distribution in the vehicle changed. The following configuration of disturbances is assumed:

• the vehicle body is loaded with the masses representing the driver md = 74 kg, passenger
mp = 105 kg and the baggage mb = 45 kg. Their distribution in the vehicle body is shown
in Figs. 2 and 3.

Fig. 2. Distribution of masses loading the vehicle body. Plan view. Source: own research

Fig. 3. Distribution of masses loading the vehicle body. Side view. Source: own research

Based on the above assumptions, new coordinates of the center of mass in the laden vehicle
body have been determined, which as an effect gave the following results:

• the total mass of the laden vehicle body mV Bl = 1174 kg;

• coordinates of the center of mass of the laden vehicle body relative to the “origo”:
xc = 1.562m, yc = 0.016m, zc = 0.471m;

• moments of inertia of the laden body relative to the axes passing through the “origo”:
Ix = 460 kgm2, Iy = 3624 kgm2, Iz = 3464 kgm2;

• moments of deviation of the laden vehicle body relative to the axes passing through the
“origo”: Ixy = 29 kgm2, Ixz = 863 kgm2, Iyz = 8.8 kgm2.

Random disturbances stemming from the road unevenness have been provided using the
“2d stochastic uneven.rdf” file available in MSC Adams/Car database. The file defines the de-
sired road profile using ARC901 function [16].
Generation of the random disturbances, on the basis of [16], is realised as follows:

• white noise signals are generated based on random variables with almost uniform distri-
bution. Two of these variables are assigned to the road at a distance of every 10mm;

• the resulting values are integrated over the length of the road argument using the time-
discrete filter, in which the independent variable is the road. The effect of this filter is to
obtain two approximated realisations of the white noise velocity;
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• the obtained signals, having such properties, become road profiles. According to the de-
finition accepted by Múčka (2009), it is assumed that road waviness for the considered
example is 2. The research showed that the waviness obtained for the measured road
spectral densities ranges between 1.8 and 2.2, see Múčka (2009);

• after that, both the realisations z1(s), z2(s) are correlated in order to obtain a profile of
the road for the left and right wheels zl(s), zr(s) [16]. The correlation coefficient is 0 for
the two different road profiles and 1 for the uniform profile. A method of calculating this
coefficient is presented the following by formula

zl(s) = z1(s) +
corr rl
2
[z2(s)− z1(s)]

zr(s) = z2(s) +
corr rl
2
[z2(s)− z1(s)]

(2.1)

where corr rl is the correlation coefficient between the road profiles for the signal realisations
z1(s), z2(s).

In the examined vehicle model, the default tire model PAC89 has been removed because it
is unable to cooperate with the road profile having random irregularities whose wavelength is
smaller than the wheel radius. Instead, the FTRIE model (Flexible Structure Tire odel) has
been used, which consists of deformable panels connected by spring elements (Fig. 4).

Fig. 4. Schematics of the FTIRE model for (a) radial and (b) circumferential direction.
Source: www.cosin.eu

3. Application of the stochastic technical stability

The definition of the stochastic technical stability is presented, among others, in Bogusz (1972).
Given a system of stochastic equations:

dx

dt
= f(x, t, ξ(t)) (3.1)

where x = (x1, . . . , xn) and f(x, t, y) = (f1, . . . , fn) and ξ(t) = (ξ1, . . . , ξn) are vectors, whereas
ξ(t) for t ­ 0 is a stochastic process describing randomly occurring disturbances. For the function
f(x, t, y), it is assumed that this function is determined for each x ∈ En, y ∈ En and t ­ 0. It
is also assumed that for the stochastic process f(0, t, ξ(t)), there occurs

P

{ T∫

0

|f(0, t, ξ(t))| dt <∞
}
= 1 for each T > 0 (3.2)

Also, the existence of a stochastic process f(X, t, ξ(t)) fulfilling the Lipschitz criterion in
the interval [0, T ] has been assumed, for another process η(t) absolutely integrable in the given
interval, which can be described as follows

|f(x2, t, ξ(t)) − f(x1, t, ξ(t))| ¬ η(t)|x2 − x1| (3.3)
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The result of the above assumptions is the existence of only one solution with the initial
conditions t = t0 and x(t0) = x0, which is an absolutely continuous stochastic process with the
probability 1 for t ­ t0.
It has been as well assumed that in the Euclidean space En there exist two areas: ω – limited

and open as well as Ω – limited and closed, where ω ⊂ Ω. The existence of a positive number ε,
where 0 < ε < 1, and a stochastic process X(t) specified for t ­ t0 has also been assumed.
The initial conditions of each solution are described as t = t0, x(t0) = x0, and the solution

itself as (t, t0, x0).
The definition of stochastic technical stability is: if every solution to equation (3.1), having

its initial conditions in ω, belongs to the area Ω with the probability 1− ε, then system (3.1) is
stochastically technically stable towards ω and Ω as well as the process ξ(t) with the probability
1− ε (Fig. 5).

Fig. 5. Graphic interpretation of the stochastic technical stability. Source: Bogusz (1972)

The definition is described by the formula

P{(t, t0, x0) ∈ Ω} > 1− ε for x0 ∈ ω (3.4)

To properly apply the given definition, several additional conditions must be fulfilled. At
first, it seems necessary to avoid bifurcation, i.e. a double solution to the nonlinear system ta-
ken under consideration. In the theory of nonlinear problems, certain cases can be found where
there are two or more solutions of the same system, which gives a misleading picture under
certain conditions. In this situation, it is necessary to prove the derivativeness and integrabili-
ty, especially for functions describing randomly occurring disturbances. The integrability of the
stochastic process described by condition (3.2) provides an opportunity to analyse the obtained
trajectory of the vehicle in terms of stability studies based on the trajectories, while Lipschitz cri-
terion (3.3) ensures the existence of the derivative of the function describing randomly occurring
disturbances, originating from the road in this case.
The Lipschitz criterion may be related to the issues presented by Kuratowski (2012), con-

cerning the existence of derivatives of functions. It is important to determine how the stochastic
processes X and η can be related to variables marked for the curve in Fig. 6. Since in Fig. 6
there are variables x and x′ that have specific values, so for the processes X and η it can also
be assumed that at certain moments they adopt the specific values. Thus, as a result, condition
(3.3) provides the relevant slope of the process X realisation with respect to the process η, which
is a sort of preservation or warranty of the existence of the derivative in the range between x1
and x2.
In addition, it is important that the stochastic process describing the road surface irregula-

rities is:

• stationary in a broader sense (time invariant), because as it is known the road does not
change in time and the irregularities occurring on its surface are located randomly fixed
for a specific, also a stationary reference system;
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Fig. 6. Graphic interpretation of the Lipschitz criterion for the function f(x). Source: Kuratowski (2012)

• globally ergodic consisting in the fact that the value of the average height of irregularities
and their correlation function is equal for various realisations of the process, which provides
the ability to conduct analyses based on one realisation. This realisation represents then
the whole stochastic process describing road unevenness.

Without the two features mentioned above, it would be impossible to conduct the analysis
of the vehicle model motion on the basis of one realisation of the stochastic process describing
the randomly occurring road unevenness. It is important from the point of view of disturbances
coming from the road. The analysed vehicle model has, as previously mentioned, nonlinear
characteristics of its suspension, which still makes it impossible to generalize the obtained results
for a set of models with similar features. However, as for the road, providing the above mentioned
conditions allows the analysis of various vehicle models on the road with the same characteristics
of unevenness.
Another important issue, from the point of view of nonlinear systems analysis, is to deter-

mine the initial conditions (the area ω, longitudinal velocity, etc.) as well as a set of feasible
solutions (Ω) in which the solution trajectory is considered to be stable.
The last condition is to determine the significance of the number ε, which defines the range of

probability at which the solution remains in the feasible area. This number may be a determinant
of the stability of the entire system. It is worth noting that, in accordance with the principle
of the center of mass in quasi stiff bodies, the motion analysed is that of a representative point
(often the center of mass) to which the entire system is referred.

4. Analysis and interpretation of the simulation results

An incomplete double lane change maneuver is analysed, where at the end of the maneuver
the vehicle remains roughly in the middle of the width of a single-lane road. The simulation
has been carried out for a speed of 120 km/h, reflecting the necessity of an emergency response
to the emerging obstacle. The simulation has been carried out in MSC Adams/Car in two
configurations:

• vehicle laden with a driver and a passenger having uneven masses, plus a baggage, moving
on a flat and dry road surface;

• vehicle laden with a driver and a passenger having uneven masses, plus a baggage, however
moving on an icy road surface with randomly occurring irregularities.

During this maneuver, the vehicle covered a distance of approximately 580m measured in a
straight line. The two resulting trajectories for the described case are shown in Fig. 7.
In the presented case, the area ω has been assumed to be a specific width of the road lane,

in which the vehicle should remain at the beginning of the maneuver. It is therefore necessary
to take into account the overall width of the vehicle applied to the width of the lane. It has been
assumed that, in this case, the single lane is about 3m wide.
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Fig. 7. Lateral motion of the vehicle in relation to the covered distance for the laden vehicle body and
both road surface conditions. Source: own research

The area of feasible solutions Ω, containing a part of the trajectory associated with the road
length on which the featured maneuver occurs, should be referred to the total width of the road
(two lanes). As mentioned previously, the resulting trajectories show the motion of the center
of mass of the analysed vehicle. At each point of the trajectories, especially at their most lateral
displacements, the entire width of the vehicle should be considered. It has been assumed that
the whole width of the road is 6m, referring to the single-lane, two-way road. The total width of
the simulated vehicle model is 1.9m. As it can be noticed, the trajectory of the vehicle motion
on a flat road surface remains in the area of stability. Meanwhile, the trajectory obtained for
the more extreme road conditions exits this area.
In Fig. 8, the conditions under which the vehicle remains in a particular lane of the road

are schematically illustrated. Let L be the total width, where the vehicle can remain during the
maneuver, and L1 – the width allowable for a representative point (here, the center of mass) of
the vehicle.

Fig. 8. The conditions of remaining in the specific width of the road, which can be assumed as stable.
Source: own research

If the width of the lane is assumed as above, then at a given vehicle width (1.9m, Fig. 2)
the trajectory of the center of mass, as a representative point, may remain in the lane L1 (about
4m wide) for stable motion. However, in both cases, the trajectory extends a 4m width. The
conclusion is that the analysed model, for the assumed conditions on a dry and flat road surface,
is at the limit of stability and exceeds it for the icy and uneven road surface.
The adoption of the above areas (width of the road) is crucial for the stability examination,

namely to find the probability of the solution remaining in a specific area, which is perceived to
be stable. It also seems important to define the parameters of the road for which the stability is
examined.
In order to examine the stochastic technical stability of the analysed vehicle model during

the maneuver, a certain part of the trajectories ranging from 170 to 420m of the road has been
selected, where the hypothetical obstacle avoidance occurs. This selected part is divided into
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15 classes [K1;K15] every 0.1m (Fig. 9) in terms of lateral displacement. On the axis of the
lateral displacement, the classes belonging to the Ω area are marked.

Fig. 9. The selected part of trajectories obtained for the obstacle avoidance with the division of Ω into
disjoint classes [K1;K15]. Source: own research

The frequencies of events for the obstacle avoidance [170m; 410m] have been calculated for
every 20m step of the road, which gave 12 subintervals.
Implementation of the disturbances took place in the domains of the road, height of road

irregularities and their wavelengths. After transformation by velocity, the time, amplitude and
frequency domains have been obtained. The frequencies of events have been calculated, where
the solution remains in a certain class of Ω (acceptable width of the lane). Equation (4.1) has
been used, however with replacing the time with the road length as the area of specificity of the
considered system

W (Kj) =
TKj
T
=
TKjV

TV
=
SKj
S
=
NKj∆s

N∆s
=
NKj

N
(4.1)

where: TKj is the time when the model remains in the given class; T – total time necessary to
complete the considered part of the road; SKj – road length in the given intervals for which the
model remains in the given class; S – total distance of the discussed part of the road; NKj –
number of sub-intervals for which the solution remains in the given class; N – number of all
sub-intervals.
Research on the stochastic technical stability of a motor vehicle model has been made by

comparing the trajectories of motion and the frequencies of the solution remaining in every class
of the area Ω. Attention has been paid to deviation of the trajectory from the nominal position.
The nominal position has been assumed for the trajectory of the vehicle moving on a flat and
dry road surface (curve indicated by a thin line).
For the area of feasible solutions, two lanes of 6m wide road have been assumed. The mi-

nimum width of the lane in accordance with the regulation of the Minister of Transport and
Maritime Economy from 2 March 1999 is 2.5m. Therefore, in accordance with Fig. 9, it has
been assumed that the stable motion occurs when the center of mass of the vehicle model of a
certain width does not exceed a predetermined distance from the middle line dividing the road
into two lanes (half width of L1).
It has also been assumed that the car avoiding the obstacle at a speed of 100 km/h should

fit in the width of about 4m of the 6m wide road. It results from the study of the vehicle center
of mass trajectory, so the width of the vehicle should be taken into account. When the motion
is disturbed, i.e. when the center of mass of the car model exceeds the accepted range of a 4m
wide road part (icy surface), the outer wheels are dangerously close to the edge of the road or
may remain in contact with the shoulder.
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The maximum amplitude values of the trajectory of the vehicle with the disturbed center of
mass, for a dry road surface, are near the border of stability. For the icy road, the trajectory
trespasses the accepted area of stability.
In Tables 1 and 2, the frequencies of events are presented on both the flat and dry as well

as uneven and icy road surfaces. Significant differences are found in classes 3, 4, 5 and 14.

Table 1. Frequencies of events for the solution remaining in the given class of the area Ω.
Analysis for the flat road surface. Source: own research

Class 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
NKj 0 1 0 4 6 0 1 1 0 0 0 0 0 0 0
W (Kj) 0 0.077 0 0.308 0.462 0 0.077 0.077 0 0 0 0 0 0 0

Table 2. Frequencies of events for the solution remaining in the given class of the area Ω.
Analysis for the uneven road surface. Source: own research

Class 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
NKj 1 1 2 1 0 0 1 0 1 1 0 1 1 2 1
W (Kj) 0.077 0.077 0.154 0.077 0 0 0.077 0 0.077 0.077 0 0.077 0.077 0.154 0.077

In order to relate the results to the definition of stochastic technical stability, the probability
of a solution remaining in a certain class of the feasible solutions area Ω should be determined
first, and then the parameter ε defined by formula (3.4) related to it.
It has been assumed that the probability of the solution remaining in the certain class is

closely related to the frequencies determined in Tables 1 and 2. In both tables, the total frequency
of event rate is equal to 1, thus using the formula

W (Kj) =
NKj∑
NKj

(4.2)

where: W (Kj) is the frequency of the solution remaining in the j-th class; NKj – number of
events in the j-th class;

∑
NKj – total number of events in all classes, it can be concluded that

the frequency can be used to determine the probability.
Then, if the width of Ω is divided, e.g., into 15 classes and treated as an area in which the

trajectory as a whole remains with the probability equal to 1, then using to the parameter ε
the width of feasible solutions can be narrowed to such, that only the trajectory of the stable
vehicle motion should fit without changing the area Ω but only adjusting the stable area for
specific requirements. The parameter ε should be adopted by subtracting as many classes from
the width of the road (Ω) as under the above accepted principles correspond to the stable area.
For the presented case, the parameter ε should adopt a value corresponding to the eight lower

classes [K1;K8] occupied by the trajectory of motion obtained for the dry and flat road surface,
i.e. ε = 8/15 = 0.53, and the probability according to formula (3.4) P = 1− ε = (15 − 8)/15 =
0.47, respectively.
As a consequence of the presented considerations, the probability of the whole trajectory

remaining in the stable area should, in the presented case, be greater than or equal to 0.47,
which, for the trajectory of the vehicle on a dry and flat road, is fulfilled. For a trajectory that
would run closer to the axis of the road, this probability would likely be significantly greater than
0.47. For the trajectory of the vehicle on an uneven and icy road, the probability of remaining
in the stable area (substracting 14 classes) is close to zero.
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5. Conclusions

Based on the simulation of the vehicle motion in Adams/Car, trajectories have been obtained
in two different road conditions. They show that a seemingly slight disturbance of the center of
mass in the vehicle can have a greater impact on the stochastic technical stability of the vehicle
motion, the greater the bad traffic conditions are.
In addition, for vehicles after an accident repair, it seems that on the basis of stability

examination it would be possible to apply such a vehicle for admission to further exploitation.
Also, it has been shown how to use the definition of stochastic technical stability of mathe-

matical models in examination of the technical objects in different conditions. The versatility of
this method can provide testing in different environments (not just in the case of road vehicles).
The greatest advantage of the presented method is the possibility of making an analysis based on
the obtained trajectory and a comparison with the stability of real objects (example for motor
vehicles presented in Zalewski (2011)).
The scope of further research can cover the stochastic technical stability analysis for different

mathematical models in different road conditions and for different maneuvers.
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The paper presents a theoretical analysis of deflections of circular and rectangular cantilever
plates of an elastically built-in edge. The problem has been solved using the finite difference
method. A method of determination of load distribution between two plates being in contact
along an arbitrary line has been presented. Different shapes of these plates constitute models
of mating of cylindrical and globoidal worm meshings. To verify the presented theory of
searching for load distributions along the contact lines in these meshings, experimental
investigations with the freezing of stresses in the cylindrical worm meshing have been carried
out. Directions of investigations that would specify further theoretical considerations over
load distribution in globoidal gear meshings have been indicated.
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Notations

A – distance of axes, auxiliary constant

D – binding rigidity of plate

E, ν – Young’s modulus and Poisson’s ratio

F,Fi – force and force acting at point i of contact line, respectively

F 1i (ri, ϕi), F
2
i (ri, ϕi) – force acting at point i of contact line of plate 1 and 2, respectively

Fw – inter tooth force

Kri,ϕi
r,ϕ – dimensionless parameter of deflection of plate

R,Rn – minimum and maximum radius of the plate, respectively

Rz – radius of tooth tips of worm wheel

h – plate thickness

m – module

p – screw parameter

q – linear load

r – average radius of circular cantilever plates

rg – radius of globoid of worm wheel

rn – radius of cylinder pitch of worm

z1 – number of teeth of worm

(r, ϕ), (ri, θ, z), (x, y, z) – polar, cylindrical and rectangular coordinates, respectively

αn – pressure angle

β – angle between contact line and rubbing speed vector

ϕ1 – angle of rotation of worm

ω – deflection
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ω0(r, ϕ), ω10(r, ϕ), ω
2
0(r, ϕ) – deflection at point of coordinates (r, ϕ) corresponding to total load

acting on plate, plate 1 and plate 2, respectively
ωi(r, ϕ) – deflection at point of coordinates (r, ϕ) caused by concentrated force Fi(ri, ϕi) acting

on plate

Indices: I,II,III – numbers of the contact lines.

1. Introduction

The compactness of construction, silent running and the possibility of obtaining a large trans-
mission ratio on one stage, cause the worm gears to be one of the most popular types of toothed
gears.
At the stage of designing cylindrical and globoidal worm gears, there are actually two pro-

blems to be dealt with: rubbing speed and load distribution in the meshing.
Great rubbing speeds in the meshing are characteristic for worm gears. This is their negative

feature, since they are the source of power losses which, in turn, change into heat during the
operation of the gear. This problem is well-known to the constructors of worm gears who can
lessen this negative effect while designing by a proper selection of tooth profile geometry, a shift
in the profile and the selection of material (Buckingham, 1960; Niemann and Winter, 1983;
Crosher, 2002; Dudás, 2005).
On the other hand, load distribution in the worm gear meshing can be considered unknown

or hardly known. The knowledge of distribution of load along the contact lines of the mating
teeth and the related distribution of stresses in the tooth foot, as well as of the laws governing the
above will enable one – through constructional procedures at the design stage – to obtain such a
distribution of load that will allow increasing the durability of the meshing or its load-carrying
capacity.
The widespread use of rectangular and circular cantilever plates in machines and structures as

their real elements, or as physical-mathematical models of real systems, makes it necessary for the
designer to become better-acquainted with the deformability of cantilever plates replacing real
fragments of machine parts. The present work aims at solving a number of problems concerning
the cantilever plate theory, with the special question being their adaptation to globoidal and
cylindrical worm meshings.

2. The basics of the worm meshing theory

The external surface (tip diameter) of the worm and the surface of the globoid and the external
(maximum) diameter of the worm wheel interpenetrate and define the area in which the mating
of the worm teeth and the worm wheel takes place. The determination of the area of mating
and the contact line will be presented basing on the simplest example from the point of view
of meshing geometry, namely for the gear with a worm of the profile of Archimedes teeth.
Archimedes worms are characterized by a rectilinear profile in the axial section, while the front
section of these worms is in the shape of the Archimedes spiral.
The geometry of such a worm meshing can be described by the formulae (Litwin, 1959)

[p(Θ − ϕ1)− ri tanαn]
(
cosΘ tanαn +

p sinΘ
ri

)
− ri cosΘ = rn

x = ri sinΘ y = ri cosΘ z = p(Θ − ϕ1)− ri tanαn p =
mz1
2

(2.1)

If ϕ1 = const , then equations (2.1) define instantaneous contact lines for a given angle of
rotation of the worm. The contact between the worm teeth and the worm wheel for a given gear
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takes place only in the area common for both these elements. This area is referred to as a tooth
contact area (mashing area). In other words, the tooth contact area (Fig. 1) is a working part
of the meshing area limited by the above-mentioned areas of the worm pair (Fig. 1) (Sabiniak,
1996); namely:

• the apex diameter of the worm dz (curve a),

• the globoidal area of the worm wheel with the radius rg corresponding to it (curve b),
• the maximum diameter of the worm wheel Rz (curve c).

Fig. 1. The area of meshing of the worm pair: (a) in the front section, (b) in the horizontal projection

To define the tooth contact area, one must determine:

• curve a (Fig. 1), assuming ri = rg in equations (2.1), i.e. replace an arbitrary radius of the
cylinder with the external radius of the worm,

• curve b; then in equations (2.1) one must substitute ri = rg, and add the globoid equation

(x+A)2 −
(
A−

√
r2g − y2

)2
+ z2 = 0 (2.2)

• curve c, by considering simultaneously equations (2.1) and the equation of the external
cylinder of the worm wheel

z2 + (A+ ri cosΘ)2 = R2z (2.3)

The tooth contact area and the course of the contact lines for the established value of the
angle ϕ1 is shown, by way of example, in Fig. 1 (Sabiniak, 1996).

3. The characteristics of the contact lines in the worm meshing

The course of the contact lines in the tooth contact area has a significant effect on the operating
parameters of the gear.
Modern tendencies in the construction of worm gears aim at finding such a position for the

contact lines as to let angle β, which they form with the vector of the rubbing speed (Fig. 2),
approach 90◦. Favorable conditions are then created for the formation of an oil film, and the
amount of heat in the mashing is simultaneously reduced. In addition, the shape of the contact
lines has a decisive effect on the load distribution (which will be presented further). In turn,
the course of the contact line largely depends on the profile of the mating surfaces of the teeth
and the worm wheel addendum modification coefficient. In principle, there are two groups of
profiles:

• rectilinear profiles,
• curvilinear profiles.
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The first group comprises all worms made using a rotational tool of a rectilinear profile or
those that have a straight line in any section. The following profiles can be distinguished here:

• Archimedes profiles,
• rectilinear in the section perpendicular to the helix on the tooth reference cylinder,
• evolvent,
• conoidal.

Fig. 2. The course of the contact lines and values of the angle in gears with the following worms:
(a) cylindrical of the profile of Archimedes teeth, (b) cylindrical of the evolvent teeth profile,

(c) cylindrical of the circular-concave teeth profile, (d) cylindrical of the circular-convex teeth profile,
(e) globoidal

The contact of the teeth of the worm and the worm wheel in the gears with a rectilinear
worm is a contact of two convex surfaces, which results in the formation of great inter tooth
pressures. Then, small equivalent radii of the curvatures of the profiles along the contact line
occur.
In the group of curvilinear profiles, the following worms can be distinguished:

• of a circular-concave profile in the axial section, Cavex,
• of a circular-convex profile in the axial section.

Of the profiles discussed so far, worm gears with a globoidal worm (Fig. 2e) have the best
conditions for the formation of an oil film. Moreover, at least one more pair of teeth mates in
the case of cylindrical worm gears. The technology of making globoidal worms requires making
use of special machines. They are also troublesome to check. However, their operating properties
are superior to all the ones discussed hitherto.

4. Load distribution along the contact line in the worm meshing

While solving the problem of load distribution along the contact lines in the worm meshing, it
has been assumed that the tooth of the worm or the worm wheel is a cantilever plate having
one edge built-in elastically (Sabiniak, 1992). The bar between the plates illustrates the contact
line and ensures the transfer of load from one plate – a tooth – to another along the contact line
required (Figs. 3a and 3b).



Load distribution in the worm meshing 1173

Fig. 3. (a) The model of meshing of the globoidal worm gear: 1 – tooth of the cylindrical wheel, 2 – bar
illustrating the contact line, 3 – worm tooth; (b) the model of meshing of the cylindrical worm gear:

1 – worm wheel tooth, 2 – bar illustrating the contact line, 3 – worm tooth

Prior to the determination of load distribution, the question of deformability of the plate,
depending on its geometric parameters and material constants, has been solved by forming
matrices of rigidity of the plates (Sabiniak, 1982, 1992). Calculations of the strains (or more
precisely, of the dimensionless parameters of deflection of the plate Kri,ϕi

r,ϕ ) have been made for
each type of the plate (circular cantilever plate and a circular plate in the shape of a circular
sector) by applying the concentrated force to appropriately selected places. These appropriately
selected places are nodes of the net superimposed on the plates, through which contact lines
pass.
Basing on these results, one could start searching for load distribution along the contact line

(Fig 3 and 4), assuming at the same time that:

• the continuous load will be replaced with a number of concentrated forces (Sabiniak, 1992;
Umezawa et al., 1969; Jaramillo, 1950)

Fi =

li∫

li−1

q dl (4.1)

• the total strain of the plate is a superposition of the previously obtained deflections from
particular, independently acting concentrated forces (Sabiniak, 2012; Sabiniak and Woź-
niak, 1988)

ω0(r, ϕ) =
i=n∑

i=1

ω(ri, ϕi) (4.2)

• the algebraic sum of deflections of both plates along the contact line is a constant value

ω10(r, ϕ) + ω
2
0(r, ϕ) = ω = const (4.3)

• the forces of reciprocal interaction in the corresponding points along the contact line of
both plates are equal to each other

F 1i (ri, ϕi) = F
2
i (ri, ϕi) (4.4)
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• the sum of forces acting in particular nodes of the contact line must be equal to the inter
tooth force

Fw =
i=n∑

i=1

Fi(ri, ϕi) (4.5)

5. The mating of circular cantilever plates and those in the shape of the circular
sector

The deflection of the plate at the point of coordinates (r, ϕ), caused by the action of the con-
centrated force applied at the point of coordinates (r, ϕ), has the form

ωi(r, ϕ) =
h2

πD
Kri,ϕi
r,ϕ Fi(ri, ϕi) (5.1)

where Kri,ϕi
r,ϕ = f(R,R1, Rn, E, F, Fi, Fw, h, ri, v, ϕ, ϕi) have been taken from work (Sabiniak,

1992; Umezawa et al., 1969; Jaramillo, 1950).
The total deflection of the plate at the point of coordinates (r, ϕ) will be the sum of deflections

from particular forces acting on the plate

ω0(r, ϕ) =
h2

πD

i=n∑

i=1

Kri,ϕi
r,ϕ Fi(ri, ϕi) (5.2)

When the contact lines do not pass exactly through the nodes of the net, interpolation is perfor-
med. If the point of the contact line, e.g. K (Fig. 4) is on the line of the net between two nodes,
them the dimensionless parameter of deflection of the plate KK for such a point is determined
from the dependence KK = a2KA + a1KB , where a1+ a2 = 1. If the point of the contact line L
is not on any line of the net (Fig. 4), then the dimensionless parameter of deflection of the plate
of such a point is determined from the dependence KL = c2(b2KE + b1KD) + c1(b2KB + b1KC),
assuming that b1 + b2 = c1 + c2 = 1.

Fig. 4. The interpolation of the deflections of the plate points that do not coincide with the nodes

For the dimensionless parameters of deflections of the plate in particular points of the line of
contact (5.2) thus calculated, condition (4.3) can be employed. If the number of the concentrated
forces replacing the constant load, equal to the nodes lying on the contact line is i, then –
following the application of condition (4,3) – a system of i linear equations containing i + 1
unknowns (particular forces in the nodes and the total deflection) will be obtained in each node.
The missing equation is obtained by equating the sum of force acting in particular nodes of the
contact line to the resultant force acting on the plate (4.5).
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In the toothed gears it results from the action of the inter tooth force (Sabiniak, 1982, 1992;
Umezawa, 1974). The course of calculation procedure will be shown using an example.

6. A numerical example

Find the distribution of the inter tooth force between two cantilever plates:

• the circular (of steel) with material constants E1 = 2.06 · 1011N/m2 and ν1 = 0.3 and
dimensions Rn1 = 60mm – the external radius of the circular plate – of the worm convo-
lution apexes, R1 = 38mm – the internal radius of the circular plate – of the bases of
the worm convolution and h1 = 7.5mm – the thickness of the circular plate equal to the
average thickness of the worm teeth;

• in the shape of the circular sector (of bronze) with material constants E2 = 1011 N/m2
and ν2 = 0.35 and the dimensions R2 = 62mm – the external radius of the plate in the
shape of the circular sector – the radius of the bases of the worm wheel teeth, R2 = 40mm
– the internal radius of the plate in the shape of the circular sector – the radius of apexes
of the teeth of the worm wheel and h2 = 12mm – the thickness of the plate in the shape
of the circular sector equal to the average thickness of the worm wheel tooth contacting
each other along the line shown in Fig. 5 and designated as number I. The deflections of
the circular cantilever plate made of steel (the worm) in particular points of the contact
line amount to

ω150,−45 =
h21
πD1
(K50,−4550,−45F50,−45 +K

50,−40
50,−45F50,−40 + . . .+K

50,40
50,−45F50,40 +K

50,45
50,−45F50,45)

ω150,−40 =
h21
πD1
(K50,−4550,−40F50,−45 +K

50,−40
50,−40F50,−40 + . . .+K

50,40
50,−40F50,40 +K

50,45
50,−40F50,45)

...

ω150,40 =
h21
πD1
(K50,−4550,40 F50,−45 +K

50,−40
50,40 F50,−40 + . . .+K

50,40
50,40F50,40 +K

50,45
50,40F50,45)

ω150,45 =
h21
πD1
(K50,−4550,45 F50,−45 +K

50,−40
50,45 F50,−40 + . . .+K

50,40
50,45F50,40 +K

50,45
50,45F50,45)

(6.1)

Identical dependences must, of course, be written for the cantilever plate in the shape of the
circular sector made of bronze (the worm wheel). From the symmetry of the system occurring
for this case, it can be clearly seen that

F50,−45 = F50,45
F50,−40 = F50,40
...

F50,−5 = F50,5
F50,0 = F50,0

(6.2)

Expression (6.1) and the one obtained in the similar manner for the plate made of bronze, must
be substituted into condition (4.3), taking at the same time dependences (4.4) and (6.2) into
account. Then, while replacing the continuous load along the contact line with the concentrated
forces, 19 in number, and making transformations, a system of 10 linear homogeneous equations
will be obtained



1176 H.G. Sabiniak

Fig. 5. The net of division and the contact lines in the cylindrical worm meshing

ω150,−45 + ω
2
50,−45 − ω = 0

ω150,−40 + ω
2
50,−40 − ω = 0

...

ω150,−5 + ω
2
50,−5 − ω = 0

ω150,0 + ω
2
50,0 − ω = 0

(6.3)

Substituting the values of Kri,ϕi
r,ϕ calculated in works (Sabiniak, 1982, 1986, 1992) and adding

condition (4.5), the following system of equations is obtained, allowing one to determine forces
in particular nodes of the net.
The calculation results are graphically presented in Fig. 6.

Fig. 6. The load distribution for contact line I according to Fig. 5

7. The mating of circular and rectangular cantilever plates

While searching for load distribution along the contact line in the globoidal meshing, the same
formulae (4.1)-(5.2) are applied.
Additional calculations are required only in the case of making linear equations for contact

line I (Fig. 7). Contact line I does not pass precisely through the net nodes. In this case,
interpolation is also used for finding the coefficients Kri,ϕi

r,ϕ , (Fig. 4). The procedure described
refers to the calculations carried out for both the polar and rectangular coordinates.
It has been decided that – for the rectangular plate – the nodes would occur where contact

line I would cross horizontal lines of the net. Following such an assumption, with the interpolation
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Fig. 7. The net of division and the contact lines in the globoidal worm meshing

of the coefficient Kri,ϕi
r,ϕ for a plate in the shape of the circular sector, four adjacent points for

the net of polar coordinates are taken into consideration, as described in Section 4, and only
two adjacent points for the net of rectangular coordinates.
The shape and designations of the contact lines are shown in Fig. 7, while the load distri-

butions corresponding to particular contact lines in Figs. 8. The distributions of load obtained
for these lines do not differ radically, which results from a slight difference in the course of these
lines.

Fig. 8. The load distribution for contact line I according to Fig. 9

8. The results of theoretical and experimental investigations

Figure 9 presents the course of the contact lines on particular teeth of the worm wheel in the
worm gear studied, obtained during experimental investigations.
Figure 10 presents the stresses that occurred in the cylindrical worm meshing. The concen-

tration of stresses in particular points of contact for particular teeth is characteristic here.
Figure 11 is a diagram of changes in contact stresses along the contact line.
The contact line for tooth 6 (Fig. 9) can be equated to contact line I in Fig. 5. Here is a

slight divergence between the course of the contact line in the tooth contact area. Thus, the
stresses of Fig. 11 can be compared with the load distribution in Fig. 6. As there are principally
different quantities “stress” and “force” in these figures, there is no justification for comparing
them with respect to absolute values. However, as has been mentioned at the beginning of the
paper, experimental investigations aimed at the qualitative verification of the theory of load
distribution along the contact line (are not?) discussed in the present work.
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Fig. 9. The real contact lines in the worm gear under investigation: (a) for the worm wheel tooth
entering the meshing, designated by number 5, (b) for the central worm wheel tooth being in the
meshing, designated by number 6, (c) for the worm wheel tooth leaving the meshing, designated

by number 7

Fig. 10. The state of stresses in the cylindrical worm meshing in particular sections of the worm wheel
according to Fig. 9
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Fig. 11. The changes in the contact stresses along the contact line in the cylindrical worm meshing

In other words: if the load changes, its character along the contact line decreases, increases,
rapidly concentrates, fades, etc. The change in contact stresses should be of the same character
in the same places. The stresses in the tooth foot should assume a similar, although slightly
milder, character. When comparing Figs. 11 and 6 with this respect, a similarity of the course of
load distribution and contact stresses along the contact lines discussed can be easily observed.

9. Directions of further investigations

The present work constitutes solely one of the problems which, as will be presented below, has
not been fully dealt with. It is one in the whole range of problems related to globoidal meshings.
As has been mentioned in the works (Sabiniak, 1982, 1986, 1992; Hayman and Sabiniak,

1986; Predki, 1991), owing to its specificity, globoidal meshings possess a serious difficulty in
scientific studies, both theoretical and experimental. The skill of finding load distribution along
any contact line is a fundamental problem, the knowledge of which allows passing on to further
investigations in this field. The use of the knowledge and the load distribution along the contact
line is connected to finding an answer to the question: how will the mating surfaces of the teeth
be deformed under such a load? The problem of hertzian pressures along with the Bielajew
problem (Niemann and Winter, 1983) is currently relatively well-known and there seems to be
no difficulty in the adaptation of this knowledge to globoidal meshings.
The next step, which appears the obvious thing to do, is the introduction of an elastother-

mohydrodynamic oil film between the mating teeth. Such attempts are already in progress.
If the oil film is to be considered, then the next step is the introduction of temperature into

the meshing and finding its distributions, both in the oil film and in particular mating teeth.
It is clear that a great amount of heat is released during the operation of worm gears. Thus,
the question arises what portion of the energy is changed into heat, and how it is dissipated.
There are works concerning basic studies on plates where the thermal problem has been solved.
However, temperature has been treated as a boundary condition there (Jaramillo, 1950; Timo-
shenko and Woinovsky-Krieger, 1959; Umezawa et al., 1969; Kączkowski, 1980). The solutions
in thermal investigations of plates thus presented are difficult to interpret physically and cannot
be practically applied in the problem discussed. The attempts at tackling the heat problem of
worm gears aim rather at operational uses than at elucidating the phenomena occurring in the
worm meshing.
The development of numerical methods in mathematics, particularly of the finite element and

finite difference methods (Sabiniak, 2012), allows finding load distributions in worm meshings
when the thickness of the tooth, as a plate, changes arbitrarily, which will probably be the next
stage in further research.
However, the problem of distribution of the load into particular pairs of mating teeth has

yet not been solved (Litwin, 1959; Niemann and Winter, 1983; Crosher, 2002; Dudás, 2005).
Either the problem of strain of the worm as a shaft has not been solved.
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The deflections occurring in bearings and strains of the body should not be either forgotten
(Sabiniak and Woźniak, 1988).
All the above questions, as well as problems waiting to be solved, are static problems. One

can only realize the difficulties of the subject presented if motion is introduced.

10. Summary

Basing on the presented theoretical considerations and experimental investigations, as well as
on the results obtained, the following conclusions emerge:
1. The finite difference method used with regard to the search for deflections of cantilever
plates under arbitrary normal load offers in the solutions of these plates a very good
accuracy (Figs. 4-11). In particular, if boundary conditions are carefully selected, then the
divergence between the theoretical and experimental results are not greater than 14%.

2. The theoretical and experimental results obtained are in good agreement both for cylin-
drical and globoidal worm gears, which confirms the rightness of the presented theory of
searching for load distributions in the worm meshing (Sabiniak, 2007).

3. The experimental method selected for the verification of the theory presented here should
be considered fully justified, although it has already been used for seeking the state of
stresses in the meshing. Its application for the presentation of the state of stresses in the
worm meshing only confirms the versatility of this method.

4. The results obtained indicate that the existing method of finding the radial course of the
contact lines in the tooth contact area (Niemann and Winter, 1983; Litwin, 1959; Crosher,
2002; Dudás, 2005) must be verified. It seems that the method of obtaining the radial course
of the contact lines in the tooth contact area by using a great addendum modification in
the profile and circular profile of the meshing, at the cost of decreasing the tooth contact
area, and first of all, the length of the contact lines occurring simultaneously in the tooth
contact area, seems unjustified. A greater length of the contact line significantly reduces
the local stress of the materials and generally of the mating teeth thereby improving the
load-carrying capacity of the gear and its resistance to wear. Hence, the durability and
efficiency of the meshing will increase with length of the contact line in the tooth contact
area. It should be remembered, however, that the “straightening” of the contact lines in
the tooth contact area impairs, in turn, conditions for the formation of an oil film.

5. The above conclusions show that globoidal worm gears are superior to cylindrical worm
gears both with respect to their load-carrying capacity and life, which is nothing new. The
above results have again confirmed this truth. The problem that remains is the cost of
such a worm in relation to e.g. 1KW of the power transmitted. This is not so obvious.

6. A change in the character of the course of the contact line in the tooth contact area also
changes radically the character of the load distribution.

7. The results obtained are to be used for the modification of the profile of the teeth in order
to “equalize” the existing load distribution along the contact line.
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1. Introduction

One of the requirements for algorithms implemented in Fire Control Systems (e.g. probability
calculation via initial condition error propagation, finding fire-control solution) is limited runti-
me. Some of FCS algorithms require the use of a certain model of the projectile trajectory. The
basic approach to projectile trajectory calculations is to use a Modified Point-Mass Trajectory
Model (MPMTM), also known as the four degree-of-freedom model or the Lieske model (after an
American R. Lieske, who initiated its widespread usage), whose foundations were introduced by
Lieske and Reiter (1966). One of the MPMTM implementations is presented in (STANAG 4355,
2009) and exemplary calculations based on it were published by Baranowski (2013), McCoy
(1999), Coleman et al. (2003).
A significant weakness of this MPMTM representation is the iterative method for determi-

ning the yaw of repose, which makes this approach time consuming. In order to overcome this
limitation, a new explicit form of the MPMTM was proposed by Baranowski et al. (2016).
The aim of this paper is to compare both implicit and explicit forms of MPMTM. The

two model variations are analyzed in terms of the obtained results and runtime. Firstly, we
characterize the differential equations describing motion of the projectile for both forms. We
also provide initial conditions for the equations of motion as well as other necessary parameters
of the mathematical model such as:

• physical parameters of the chosen 35mm ammunition;
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• values of aerodynamic coefficients of the projectile;
• atmospheric conditions used in simulation tests.

Calculations of 35mm projectile trajectories are conducted for standard atmospheric conditions
(STANAG 4119, 2007) considering three different scenarios, i.e.:

• no wind present along the projectile trajectory;
• homogeneous cross wind introduced along the projectile trajectory;
• homogeneous tail wind introduced along the projectile trajectory.

The runtimes of integration of the projectile path for different elevation angles for both the
explicit and implicit forms have been measured and later compared. In order to enhance model
analysis, we have used MATLAB scripts and built-in functions.

2. Projectile motion models

2.1. Modified point-mass trajectory model (MPMTM) – implicit form

The basic MPMTM is a conventional point-mass model but, in addition, the instantaneous
equilibrium yaw is calculated at each time step along the trajectory. It provides estimates of
yaw and drag, lift, and Magnus force effects resulting from the yaw of repose. The assumptions
made at the stage of model derivation require that the projectile is dynamically stable, only
the most essential forces and moments are taken into account, transition processes in projectile
oscillatory motion around its center of mass are ignored due to replacement of the total angle
of attack αt with the yaw of repose αe.
The mathematical model of artillery projectile 3D motion, according to the implicit form of

the MPMTM, contains the following equations (Baranowski, 2013; Coleman et al., 2003):

— dynamic differential equation of motion of the projectile center of mass

mu̇ = DF+ LF+MF+mg (2.1)

— dynamic equation for rotation around the projectile axis of symmetry

dp

dt
=
πρd4vCspin
8Ix

p (2.2)

— equation of the yaw of repose vector

αe = −
8Ixp(v × u̇)

πρd3(CMα + CMα3α
2
e)v4

(2.3)

where DF, LF, MF, g are the drag, lift, Magnus and gravity force vector, respectively

DF = −πρid
2

8
[CD0 + CDα2 (QDαe)

2]vv LF =
πρd2fL
8
(CLα + CLα3α

2
e)v
2αe

MF = −πρd
3QMpCmag−f
8

(αe × v) mg = −mg



0
1
0




(2.4)

The meaning of letter symbols used in equations (2.1)-(2.4) is as follows: ρ – density of air, d –
caliber of the projectile, m – mass of the projectile, v – velocity of the projectile with respect to
the air: v = u−w, u – velocity of the projectile with respect to a ground – fixed reference system,
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w – velocity of the wind, p – angular velocity of the spinning motion, Ix – moment of inertia
along the axis of the projectile, Cspin – spin damping coefficient, CMα – overturning moment
coefficient, CM

α3
– cubic overturning moment coefficient, CD0 – drag force coefficient, CDα2 – yaw

drag coefficient, CLα – lift force coefficient, CLα3 – cubic lift force coefficient, Cmag−f – Magnus
force coefficient, i, fL, QM , QD – fitting factors for the drag, lift, Magnus force and yaw drag,
respectively, g – gravitational acceleration.
In the above equations of motion of the projectile, the Coriolis force is neglected. In our

calculations we assumed (unlike in the model described in STANAG 4355) constant gravity
force along the projectile trajectory as we considered only ground firing trajectories. It is worth
mentioning that we also assumed CM

α3
= CL

α3
= 0 during the simulations (as a result of linear

dependency of CL and CM on α).

2.2. Modified point-mass trajectory model – explicit form

In the form presented in the previous Section, the vector αe depends on u̇, which results
in a differential equation being defined by an implicit function. The derivation of the explicit
MPMTM was introduced by Baranowski et al. (2016). In the equations of motion of the pro-
jectile, the Coriolis force is neglected and the gravitational force is constant. The differential
equations for the final form of the explicit model are as follows:

ẋ = v+w (2.5)

where x is the three-dimensional position vector

ṗ =
ρv2

2Ix
SdCspinp̂ S =

πd2

4

v̇ = −ρv
2

2m
S
[
CD0 + ĈDα2

( 2mg
ρv2S

)2 Î2x p̂
2 cos2 γa

(1− Îxp̂2Ĉmag−f )2 + (Îxp̂ĈLα)2
]
− g sin γa

(2.6)

and1

[
γ̇a

χ̇a cos γa

]
= −g

v

cos γa
(1− Îxp̂2Ĉmag−f )2 + (Îxp̂ĈLα)2

[
1− Îxp̂2Ĉmag−f

Îxp̂ĈLα

]
(2.7)

Dimensionless coefficients used in equations are

Îx =
Ix
md2

p̂ =
pd

v
(2.8)

The above equations describe the case in which the wind is homogeneous within the interval
of integration, i.e. ẇ = 0. Please note, that rigorously it is not equivalent to a constant wind,
merely that the wind is constant along the flight path. Nevertheless, in practice, such phenomena
are almost impossible to occur in ballistics. The dimensionless coefficients are given as

ĈDα2 =
CDα2

(CMα)2
ĈLα =

CLα
CMα

Ĉmag−f =
Cmag−f
CMα

(2.9)

Let us recall that from (Baranowski et al., 2016) it follows that the explicit and implicit forms
of the MPMTM are equivalent.

1γa is the elevation angle of v measured from the horizontal direction, i.e. the air-path inclination
angle and χa is the azimuth angle of v, i.e. the air-path azimuth angle.
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3. Physical model

The flight simulation computer program of artillery projectiles requires determination of the so-
called physical model (Koruba et al., 2010; Kowaleczko and Żyluk, 2009; Ładyżyńska-Kozdraś,
2012) which includes the following characteristics:

• geometries, mass and inertial, aerodynamic characteristics of the projectile,
• surrounding environment (density, viscosity, temperature, pressure, velocity and wind di-
rection depending on weather, flight altitude, etc.).

35mm TP-T ammunition parameters used in the simulation tests are as follows:

• projectile mass m = 0.55 kg,
• projectile muzzle velocity v = 1180m/s,
• projectile calibre d = 0.035m,
• projectile axial moment of inertia Ix = 0.97 · 10−4 kgm2.

In the process of trajectory generation, we have used aerodynamic coefficients obtained for
35mm TP-T ammunition from PRODAS software (Baranowski and Furmanek, 2013). The co-
efficients of aerodynamic drag, lift force and spin dumping moment have been interpolated using
polynomials in the following form (Pope, 1978; Shanks and Walton, 1957)

C(Ma) = (1 + s)A(r) + (1− s)B(r) (3.1)

where

A(r) = a0 + a1r + a2r2 B(r) = b0 + b1r + b2r2

s =
r√

(1− L2)r2 + L2 r =
Ma2 −K2
Ma2 +K2

(3.2)

where C(Ma) is an aerodynamic coefficient dependent on the Mach number and a0, a1, a2, b0,
b1, b2, K, L are parameters to be identified. Figures 1a and 1b present aerodynamic drag and lift
force coefficients in nodes and the result of polynomial interpolation with the use of polynomial
(3.1). Gridded data piecewise cubic Hermite interpolation (MATLAB griddedInterpolant class)
has been used to represent the induced drag and Magnus force coefficients.

Fig. 1. Drag (a) and lift (b) force coefficient as a function of the Mach number

In order to compare explicit and implicit forms of the MPMTM, the projectile is “shot” from
the origin at [0, 0, 0] along the x axis with the quadrant elevation QE equal to 710mils – the
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angle of the maximum range for chosen 35mm ammunition. The initial angular velocity of the
spinning motion is calculated using

p =
2πv
27.57d

(3.3)

where the number 27.57 reflects the length of the revolution of the rifling in caliber units. The ini-
tial time instance is obviously gauged to zero. As it was mentioned before, the gravitational force
is constant along the projectile trajectory with the gravitational acceleration g = 9.80665 m/s2.
The flight of projectile is simulated in standard atmospheric conditions (ISO 2533, 1975) both
without and with homogeneous non-zero wind.

4. Simulation tests results

In this Section we present and compare the results of flight simulation tests of the 35mm TP-T
projectile using both the implicit and the explicit form of the MPMTM. The parameters of
the model and initial conditions for the differential equations of motion used are presented in
Section 3. We also compare the time needed by both models to generate trajectories for different
elevation angles.

4.1. Results for standard atmospheric conditions

Figures 2a and 2b present trajectory projections on the vertical and horizontal plane, respec-
tively. An assumption has been made that there is no wind within the integration interval. Based
on the plotted trajectories one cannot unambiguously decide whether there are any differences
between two models. In order to analyze the results in a more detailed way, differential equations
of motion where have been integrated using a non-stiff fourth-order Runge-Kutta solver.

Fig. 2. Projection of the trajectory of 35mm TP-T projectile on the vertical plane (a) and
horizontal plane (b); standard atmosphere without wind

Tables 1-4 contain information on projectile position and velocity in several chosen mo-
ments of time calculated for the implicit and explicit form of the MPMTM. The differen-
ces observed in these tables are the result of the precision2 used during simulations (1e-12).

2Tolerance set for the integration method is a measure of the error relative to the size of each solution
component. Roughly, it controls the number of correct digits in all solution components MATLAB 2014b
Documentation
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While comparing the models presented in Section 2, it is important to remember (when
the wind velocity is non-zero) that they return projectile velocities in different reference
frames:

• explicit model returns velocity in the air-flow3 reference system,
• implicit model returns velocity in the the anti-aircraft gun reference system.

Figure 3 visualizes absolute errors of the projectile position and velocity for two forms of the
MPMTM.

Table 1. Comparison of the projectile horizontal position (x-coordinate) in chosen moments of
time; standard atmosphere without wind

Time of x-explicit x-implicit ∆x
flight [s] [m] [m] [m]

5 2.879740543380384e+03 2.879740543380467e+03 −8.276401786133647e-11
10 4.283281165179276e+03 4.283281165179690e+03 −4.138200893066824e-10
15 5.352708930364734e+03 5.352708930365055e+03 −3.210516297258437e-10
20 6.274635184339581e+03 6.274635184339474e+03 1.073203748092055e-10
30 7.827993890946567e+03 7.827993890945661e+03 9.067662176676095e-10
40 9.071956738403202e+03 9.071956738401780e+03 1.422449713572860e-09
50 1.001379407012815e+04 1.001379407012648e+04 1.669832272455096e-09

Table 2. Comparison of the projectile horizontal position (y-coordinate) in chosen moments of
time; standard atmosphere without wind

Time of y-explicit y-implicit ∆y
flight [s] [m] [m] [m]

5 −2.615179706617644 −2.615179706628132 1.048805486902893e-11
10 −10.437812368269643 −10.437812368304497 3.485389754587231e-11
15 −27.482113983932305 −27.482113983970038 3.773337198254012e-11
20 −57.329128551977114 −57.329128551940180 −3.693401140481001e-11
30 −1.609880120207460e+02 −1.609880120205749e+02 −1.710418473521713e-10
40 −3.035886033713625e+02 −3.035886033711299e+02 −2.325464265595656e-10
50 −4.443484747573776e+02 −4.443484747571376e+02 −2.399360710114706e-10

Table 3. Comparison of the projectile vertical h-coordinate in chosen moments of time; standard
atmosphere without wind

Time of h-explicit h-implicit ∆h
flight [s] [m] [m] [m]

5 2.318321798332399e+03 2.318321798332298e+03 1.009539118967950e-10
10 3.260802764803827e+03 3.260802764803513e+03 3.137756721116602e-10
15 3.756859479068482e+03 3.756859479067962e+03 5.197762220632285e-10
20 3.959477637219192e+03 3.959477637218932e+03 2.596607373561710e-10
30 3.644341649231496e+03 3.644341649231876e+03 −3.801687853410840e-10
40 2.533030738575992e+03 2.533030738576817e+03 −8.244569471571594e-10
50 8.539543121131945e+02 8.539543121141693e+02 −9.747509466251358e-10

3Air-frame reference system has been chosen as the most convenient for calculations
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Table 4. Comparison of the projectile velocity in chosen moments of time; standard atmosphere
without wind

Time of v-explicit v-implicit ∆v
flight [s] [m/s] [m/s] [m/s]

5 4.582123481454996e+02 4.582123481455023e+02 −2.671640686457977e-12
10 2.694330549712324e+02 2.694330549712641e+02 −3.177547114319168e-11
15 2.084609346355481e+02 2.084609346355003e+02 4.780531526193954e-11
20 1.738563395829701e+02 1.738563395828820e+02 8.813572094368283e-11
30 1.584999648980999e+02 1.584999648980213e+02 7.861444828449748e-11
40 1.814453824749712e+02 1.814453824749252e+02 4.595790414896328e-11
50 2.034057467881448e+02 2.034057467881248e+02 1.995204002014361e-11

Fig. 3. Absolute differences of projectile position and velocity as a function of time for the explicit and
implicit form of the MPMTM; standard atmosphere, no wind

Fig. 4. Projection of the trajectory of 35mm TP-T projectile on the vertical plane (a) and horizontal
plane (b); standard atmosphere, cross wind −10m/s
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4.2. Results for standard atmospheric conditions with cross wind

Figures 4a and 4b present trajectory projections in the case of the presence of homogeneous
cross wind blowing with the velocity −10m/s (other conditions remain the same as in the
previous case). Aside from figures, we also publish tables with the results of integration of
the differential equations for both forms of the MPMTM (Tables 5 to 8). Absolute differences
between respective values are shown in the tables as well as in Fig. 5.

Table 5. Comparison of the projectile horizontal position (x-coordinate) in chosen moments of
time; standard atmosphere, homogeneous cross wind (−10m/s)

Time of x-explicit x-implicit ∆x
flight [s] [m] [m] [m]

5 2.879759177098334e+03 2.879759177098053e+03 −2.810338628478348e-10
10 4.283361832919431e+03 4.283361832918131e+03 −1.300577423535287e-09
15 5.352944802665610e+03 5.352944802661354e+03 −4.256435204297304e-09
20 6.275169112336884e+03 6.275169112329893e+03 −6.990376277826726e-09
30 7.829612391519409e+03 7.829612391508746e+03 −1.066291588358581e-08
40 9.075093437693744e+03 9.075093437681275e+03 −1.246917236130685e-08
50 1.001843598545247e+04 1.001843598543946e+04 −1.301486918237060e-08

Table 6. Comparison of the projectile horizontal position (y-coordinate) in chosen moments of
time; standard atmosphere, homogeneous cross wind (−10m/s)

Time of y-explicit y-implicit ∆y
flight [s] [m] [m] [m]

5 −20.786332880295095 −20.786332880260023 3.507238943711855e-11
10 −63.095834383862190 −63.095834383657966 2.042241931121680e-10
15 −1.183192056414523e+02 −1.183192056408177e+02 6.345430847431999e-10
20 −1.879744883329794e+02 −1.879744883319200e+02 1.059447640727740e-09
30 −3.744560742377584e+02 −3.744560742362193e+02 1.539149252494099e-09
40 −6.032941561003266e+02 −6.032941560987131e+02 1.613557287782896e-09
50 −8.336302688008207e+02 −8.336302687993701e+02 1.450530362490099e-09

Table 7. Comparison of the projectile vertical h-coordinate in chosen moments of time; standard
atmosphere, homogeneous cross wind (−10m/s)

Time of h-explicit ] h-implicit ∆h
flight [s] [m] [m] [m]

5 2.318313372013739e+03 2.318313372014125e+03 3.865352482534945e-10
10 3.260776306927196e+03 3.260776306929160e+03 1.963144313776866e-09
15 3.756809955845482e+03 3.756809955850505e+03 5.022684490540996e-09
20 3.959406864678785e+03 3.959406864686925e+03 8.139977580867708e-09
30 3.644234110531493e+03 3.644234110544769e+03 1.327543941442855e-08
40 2.532897496773589e+03 2.532897496790511e+03 1.692160367383622e-08
50 8.538100257788867e+02 8.538100257975424e+02 1.865566900960403e-08
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Table 8. Comparison of the projectile velocity in chosen moments of time; standard atmosphere,
homogeneous cross wind (−10m/s)

Time of v-explicit v-implicit ∆v
flight [s] [m/s] [m/s] [m/s]

5 4.582266925378976e+02 4.582266925378934e+02 −4.206412995699793e-12
10 2.694372225018485e+02 2.694372225017880e+02 −6.048139766789973e-11
15 2.084647377666492e+02 2.084647377662564e+02 −3.927880243281834e-10
20 1.738602908045667e+02 1.738602908041290e+02 −4.376374818093609e-10
30 1.585036690668833e+02 1.585036690664340e+02 −4.492619609663962e-10
40 1.814475179841104e+02 1.814475179838305e+02 −2.798401510517579e-10
50 2.034062035223828e+02 2.034062035223219e+02 −6.087930159992538e-11

Fig. 5. Absolute differences of projectile position and velocity as a function of time for the explicit and
implicit form of the MPMTM; standard atmosphere, homogeneous crosswind (−10m/s)

4.3. Results for standard atmospheric conditions with tail wind

Figures 6a and 6b present trajectories projections in the case of the presence of homogeneous
tail wind blowing with the velocity 10m/s (other conditions remain the same as described in 4.1).

Fig. 6. Projection of the trajectory on the vertical plane (a) and horizontal plane (b); standard
atmosphere, tail wind 10m/s



1192 L. Baranowski et al.

Table 9. Comparison of the projectile horizontal position (x-coordinate) in chosen moments of
time; standard atmosphere, homogeneous tail wind (10m/s)

Time of x-explicit x-implicit ∆x
flight [s] [m] [m] [m]

5 2.899745751481406e+03 2.899745751481390e+03 1.637090463191271e-11
10 4.342170882757351e+03 4.342170882757300e+03 5.093170329928398e-11
15 5.455738001516948e+03 5.455738001517138e+03 −1.891748979687691e-10
20 6.423191936662845e+03 6.423191936663049e+03 −2.037268131971359e-10
30 8.070359880147351e+03 8.070359880147523e+03 −1.718944986350834e-10
40 9.410976469705320e+03 9.410976469705542e+03 −2.219167072325945e-10
50 1.045149163528715e+04 1.045149163528757e+04 −4.165485734120011e-10

Table 10. Comparison of the projectile horizontal position (y-coordinate) in chosen moments
of time; standard atmosphere, homogeneous tail wind (10m/s)

Time of y-explicit y-implicit ∆y
flight [s] [m] [m] [m]

5 −2.614508424916781 −2.614508424914710 −2.071232074740692e-12
10 −10.447910913790327 −10.447910913786751 −3.575806317712704e-12
15 −27.533351120232908 −27.533351120240553 7.645439836778678e-12
20 −57.473911630279034 −57.473911630223405 −5.562839078265824e-11
30 −1.616578103374976e+02 −1.616578103373247e+02 −1.728892584651476e-10
40 −3.052317376261908e+02 −3.052317376259557e+02 −2.351043804083020e-10
50 −4.470705154062585e+02 −4.470705154060170e+02 −2.415276867395733e-10

Table 11. Comparison of the projectile vertical h-coordinate in chosen moments of time; stan-
dard atmosphere, homogeneous tail wind (10m/s)

Time of h-explicit h-implicit ∆h
flight [s] [m] [m] [m]

5 2.319843392772728e+03 2.319843392772747e+03 −1.955413608811796e-11
10 3.265607481624752e+03 3.265607481624821e+03 −6.821210263296962e-11
15 3.765857597754436e+03 3.765857597754508e+03 −7.230482879094780e-11
20 3.972340990237719e+03 3.972340990238237e+03 −5.184119800105691e-10
30 3.663900131717957e+03 3.663900131719271e+03 −1.313765096710995e-09
40 2.557278531390514e+03 2.557278531392392e+03 −1.878106559161097e-09
50 8.802228281796221e+02 8.802228281817677e+02 −2.145611688320059e-09

Table 12. Comparison of the projectile velocity in chosen moments of time; standard atmo-
sphere, homogeneous tail wind (10m/s)

Time of v-explicit v-implicit ∆v
flight [s] [m/s] [m/s] [m/s]

5 4.556196037618452e+02 4.556196037618386e+02 6.593836587853730e-12
10 2.686771069413229e+02 2.686771069413665e+02 −4.354205884737894e-11
15 2.077692047266052e+02 2.077692047266444e+02 −3.922195901395753e-11
20 1.731362186963469e+02 1.731362186963497e+02 −2.728484105318785e-12
30 1.578228372701631e+02 1.578228372701328e+02 3.029754225281067e-11
40 1.810541039539512e+02 1.810541039539235e+02 2.768274498521350e-11
50 2.033211141640507e+02 2.033211141640362e+02 1.458033693779726e-11
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Tables 9-12 present exemplary results of the projectile trajectory calculations using both forms
of the MPMTM. Absolute differences between the respective values are shown in the tables as
well as in Fig. 7.

Fig. 7. Absolute differences of projectile position and velocity as a function of time for the explicit and
implicit form of the MPM model; standard atmosphere, homogeneous tail wind (10m/s)

4.4. Calculation time

Another aspect that we have taken under consideration is the runtime needed for the ne-
cessary computations. Figure 8b shows the time needed for trajectory generation for different
elevation angles: 10 to 710mil with the interval of 20mils. As mentioned before, the differential
equations have been integrated using the non-stiff fourth-order Runge-Kutta solver ode45. The
stopping condition for numerical integration was the moment when the projectile reached the
point of fall4.

Fig. 8. (a) Number of steps for the implicit and explicit forms of the MPMTM using the ode45 solver;
(b) comparison of the trajectory calculation time for both forms of the MPMTM

As it can be seen, the explicit model needs much less time (up to 4 times less) to calculate
the trajectory. Figure 8a shows statistics drawn from the ode45 solver – the aggregate number
of steps (both successful and failed). One can easily notice that the solver needs much less time

4The point of intersection between the trajectory and the weapon level surface STANAG 4119, 2007
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for the explicit form of MPMTM despite a similar number of steps and function evaluations
(Fig. 8a).

5. Conclusions

The aim of this paper is to compare an implicit form of the MPMTM with the explicit one,
which was derived by Baranowski et al. (2016). As it is shown in Section 4, simulations of the
35mm TP-T projectile trajectory gives the same results for both model forms in the following
cases:
• standard atmosphere without the presence of wind within the whole integration interval;
• standard atmosphere with homogeneous side wind within the whole integration interval;
• standard atmosphere with homogeneous tail wind within the whole integration interval.

Furthermore, it is shown that the explicit MPMTM can integrate differential equations of motion
up to 4 times faster than the implicit form, which is solely attributed to the fact that the explicit
analytic formula for the yaw of repose has been derived. This freed us from the cost of unnecessary
FLOPS needed to approximate αe. The great reduction of runtime in the explicit model is of great
importance and can significantly enhance the process of aerodynamic coefficients identification.
This process, based on ammo data and firing tables (ground and anti-aircraft), needs time
consuming calculations, i.e. finding local minima of complicated functions (given by ODEs) in
multi-dimensional parameter spaces, with the impossible aim of finding the global minimum –
the ideal fit. Moreover, an explicit formula does not have convergence issues which might appear
in the implicit method. It seems justified to apply the explicit form of the MPMTM to the
identification process of aerodynamic coefficients on which we will focus in our future work.

Acknowledgement

This paper was created as a part of the development project No. OROB004603 001 financed by
Polish National Centre for Research and Development in the period between 2012 and 2015.

References

1. Baranowski L., 2013, Feasibility analysis of the modified point mass trajectory model for the
need of ground artillery fire control systems, Journal of Theoretical and Applied Mechanics, 51, 3,
511-522

2. Baranowski L., Furmanek W., 2013, The problem of validation of the trajectory model of
35mm calibre projectile TP-T in the normal conditions (in Polish), Problemy Techniki Uzbrojenia,
125, 35-44

3. Baranowski L., Gadomski B., Majewski P., Szymonik J., 2016, Explicit “ballistic M-model”:
a refinement of the implicit “modified point mass trajectory model”, Bulletin of the Polish Academy
of Sciences – Technical Sciences, 64, 1, 81-89

4. Coleman N., May R., Neelakandan M., Papanagopoulos G., Udomkesmalee S., Lin
C.F., Politopoulos A., 2003, Fire control solution using robust MET data extraction and impact
point prediction, 4th International Conference on Control and Automation ICCA’03, Montreal,
770-774

5. ISO 2533, 1975, The ISO Standard Atmosphere, U.S. Government Printing Office, Washington,
D.C.

6. Koruba Z., Dziopa Z., Krzysztofik I., 2010, Dynamics and control of a gyroscope-stabilized
platform in a self-propelled anti-aircraft system, Journal of Theoretical and Applied Mechanics, 48,
1, 5-26



Comparison of explicit and implicit forms... 1195

7. Kowaleczko G., Żyluk A., 2009, Influence of atmospheric turbulence on bomb release, Journal
of Theoretical and Applied Mechanics, 47, 1, 69-90

8. Ładyżyńska-Kozdraś E., 2012, Modeling and numerical simulation of unmanned aircraft vehicle
restricted by non-holonomic constraints, Journal of Theoretical and Applied Mechanics, 50, 1,
251-268

9. Lieske R.F., Reiter M.L., 1966, Equations of Motion for a Modified point Mass Trajectory, U.S.
Army Ballistic Research Laboratory, Report No. 1314

10. MATLAB 2014b Documentation

11. McCoy R.L., 1999, Modern Exterior Ballistics. The Launch and Flight Dynamics of Symmetric
Projectiles, Schiffer Publishing

12. Pope R.L., 1978, The Analysis of Trajectory and Solar Aspect Angle Records of Shell Flights.
Theory and Computer Programs, Department of Defence, Defence Science and Technology Orga-
nistaion, Weapons Systems Research Laboratory

13. Shanks D., Walton T.S., 1957, A New General Formula for Representing the Drag on a Missile
Over the Entire Range of Mach Number, NAVORD Report 3634, May

14. STANAG 4119, 2007, Adoption of a Standard Cannon Artillery Firing Table Format, Ed. 2

15. STANAG 4355, 2009, The Modified Point Mass and Five Degrees of Freedom Trajectory Models,
Ed. 3

Manuscript received July 22, 2015; accepted for print February 18, 2016





JOURNAL OF THEORETICAL

AND APPLIED MECHANICS

54, 4, pp. 1197-1204, Warsaw 2016
DOI: 10.15632/jtam-pl.54.4.1197

METAMORPHOSES OF RESONANCE CURVES IN SYSTEMS
OF COUPLED OSCILLATORS

Jan Kyzioł, Andrzej Okniński
Kielce University of Technology, Kielce, Poland

e-mail: kyziol@tu.kielce.pl; fizao@tu.kielce.pl

We study dynamics of two coupled periodically driven oscillators in a general case and com-
pare it with two simplified models. Periodic steady-state solutions to these system equations
are determined within the Krylov-Bogoliubov-Mitropolsky approach. Amplitude profiles are
computed. These two equations, each describing a surface, define a 3D curve – intersection
of these surfaces. In the present paper, we analyse metamorphoses of amplitude profiles
induced by changes of control parameters in three dynamical systems studied. It is shown
that changes of the dynamics occur in the vicinity of singular points of these 3D curves.

Keywords: coupled oscillators, amplitude profiles, singular points

1. Introduction

We study dynamics of two coupled nonlinear oscillators, one of which being driven by an external
periodic force. Equations of motion are

mẍ− V (ẋ)−R(x) + Ve(ẏ) +Re(y) = F (t)
me(ẍ+ ÿ)− Ve(ẏ)−Re(y) = 0

(1.1)

where x is the position of primary mass m, y is the relative position of another mass me attached
to m and R, V and Re, Ve are nonlinear elastic restoring and nonlinear forces of internal friction
for massesm,me, respectively (we use convention ẋ ≡ dx/dt, etc.). A dynamic vibration absorber
is a typical mechanical model described by (1.1) (in this case m is usually much larger than me)
(Den Hartog, 1985; Oueini et al., 1999).
Dynamics of coupled, externally and/or parametrically driven oscillators, is very complex.

Indeed, there are many interesting nonlinear phenomena present in this class of dynamical sys-
tems. There exists a large body of analytical and numerical studies documenting multistability,
symmetry breaking, attractors merging, synchronisation, existence of exotic attractors and va-
rious transitions to chaos (Bi, 2004; Brezetskyi et al., 2015; Chen and Xu, 2010; Danzl and
Moehlis, 2010; Dudkowski et al., 2014; Kuznetsov et al., 2009; Laxalde et al., 2006; McFarland
et al., 2005; Pikovsky et al., 2003; Sabarathinam et al., 2013; Warmiński, 2010).
In our earlier papers, we have designed a method based on the theory of singular points of 2D

curves, permitting computation of parameter values at which qualitative changes (metamorpho-
ses) of 2D amplitude curves occur, see Kyzioł and Okniński (2013) and references therein. We
have also shown that metamorphoses of amplitude profiles are visible in bifurcation diagrams
as qualitative changes of dynamics (bifurcations). Recently, our approach has been generalized
to the case of 3D resonance curves and applied to compute bifurcations in dynamical system
(1.1) with small nonlinearities in the main mass frame (Kyzioł, 2015). It is thus possible to
treat system (1.1) as a small perturbation of model with linear functions R(x), V (ẋ) analyzed
in Kyzioł and Okniński (2013) (let us recall that in this case internal motion can be separated
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off, leading to a simpler equation for the corresponding amplitude profile) and use the results
obtained by Kyzioł and Okniński (2013). We show that the method is a powerful tool to predict
bifurcations of nonlinear resonances present in such dynamical systems.
In the paper by Awrejcewicz (1995), the author outlined a programme, based on the Implicit

Function Theorem, to “define and find different branches intersecting at singular points” of
amplitude equations. In the present paper, we are working in a more general context of theory
of singular points of algebraic curves (Wall, 2004; Hartmann, 2003).
We investigate the following hierarchy of dynamical systems of form (1.1): we consider func-

tions R, V , Re, Ve for which (a) system of equations can be reduced to one second-order effective
equation of relative motion, (b) fourth-order equation for variable y can be separated off, (c) it is
impossible to separate variables. We analyse approximate analytic solutions (amplitude profiles)
obtained within the Krylov-Bogoliubov-Mitropolsky (KBM) method (Nayfeh, 1981; Awrejcewicz
and Krysko, 2006), using theory of algebraic curves. More exactly, singular points of amplitu-
de profiles are computed. We demonstrate that qualitative changes of dynamics, referred to as
metamorphoses, induced by changes of control parameters, occur in neighbourhoods of singular
points of amplitude profiles, see also Kyzioł and Okniński (2011, 2013) and references therein.
The paper is organized as follows. In the next Section, equations (1.1), (2.1) are transformed

into non-dimensional form. In Section 4, implicit equations for resonance surfaces A(ω), B(ω)
are derived within the Krylov-Bogoliubov-Mitropolsky approach, where the amplitudes A, B
correspond to small and large masses, respectively. The problem is more difficult than before
because these two equations are coupled. In Section 5, we review necessary facts from theory
of algebraic curves which are used to compute singular points on three-dimensional resonance
curve (intersection of resonance surfaces A(ω), B(ω)). In Section 6, computational results are
presented. Our results are summarized in the last Section.

2. Equations of motion

In what follows the function F (t) is assumed in form F (t) = f cos(ωt). When all the functions
R, V , Re, Ve are nonlinear, namely

R(x) = −αx− γx3 Re(y) = −αey − γey3
V (ẋ) = −νẋ− βẋ3 Ve(ẏ) = −νeẏ − βeẏ3

(2.1)

then we deal with the general case of Eq. (1.1). For linear functions R, V

R(x) = −αx Re(y) = −αey − γey3
V (ẋ) = −νẋ Ve(ẏ) = −νeẏ + βeẏ3

(2.2)

it is possible to separate off the variable y to obtain the following equation for relative motion
(Kyzioł and Okniński, 2013)

L̂(µÿ − Ve(ẏ)−Re(y)) + ǫmeK̂y = F cos(ωt) (2.3)

where

L̂ =M
d2

dt2
+ ν

d

dt
+ α K̂ =

(
ν
d

dt
+ α

) d2

dt2
F = meω

2f

ǫ =
me

M
µ =

mme

M
M = m+me

Finally, assuming me ≪ m, i.e. ǫ ≪ 1, we can reject the term proportional to ǫ to obtain
an approximate equation which can be integrated partly to yield the effective equation (Kyzioł
and Okniński, 2011)
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µÿ + νeẏ − βeẏ3 + αey + γey3 = F (t)

F (t) =
−meω

2f√
M2

(
ω2 − α

M

)2
+ ν2ω2

cos(ωt+ δ) (2.4)

where transient states are neglected.

3. Equations in non-dimensional form

Equations (1.1), (2.1) are transformed into non-dimensional form (Kyzioł, 2015). We introduce
non-dimensional time τ and frequency Ω and rescale variables x, y

t =
√
µ

αe
τ ω =

√
αe
µ
Ω x =

√
αe
γe
u y =

√
αe
γe
z (3.1)

to get

ü+ Ĥu̇+ cu̇3 + âu+ du3 − κ̂(hż + bż3 + z + z3) = λ cos(Ωτ)
z̈ + hż + bż3 + z + z3 − Ĥu̇− cu̇3 − âu− du3 = −λ cos(Ωτ)

(3.2)

and new parameters read

a =
µα

Mαe
b =

βe
γe

(αe
µ

) 3
2

c =
β(αe)

3
2

√
µmγe

d =
µγ

mγe

h =
νe√
µαe

H =
ν

M

√
µ

αe
G =

1
αe

√
γe
αe
f κ =

me

m

λ =
κ

κ+ 1
G Ĥ = H(1 + κ) â = a(1 + κ) κ̂ =

κ

κ+ 1

(3.3)

where

M = m+me µ =
mme

M
u̇ ≡ du

dτ
ż ≡ dz

dτ

Note that ü is eliminated from the second of Eqs. (1.1).

4. Nonlinear resonances

System of equations (3.2) is written in form

d2u

dτ2
+Ω2u+ ε(σu+ g(u̇, u, ż, z, τ)) = 0

d2z

dτ2
+Ω2z + ε(σz + k(u̇, u, ż, z, τ)) = 0

(4.1)

where

εσ = Θ2 −Ω2 Ĥ = εĤ0 â = εâ0 b = εb0 c = εc0
Θ2 = εΘ20 d = εd0 h = εh0 εδ0 = 1 λ = ελ0

(4.2)

and functions g(u̇, u, ż, z, τ), k(u̇, u, ż, z, τ) are defined in (Kyzioł, 2015). Equations (4.1) ha-
ve been prepared in such a way that for ε = 0 the solutions are u(τ) = B cos(Ωτ + ψ),
z(τ) = A cos(Ωτ + ϕ).
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We shall now look for 1 : 1 resonance using the Krylov-Bogoliubov-Mitropolsky (KBM)
perturbation approach (Nayfeh, 1981; Awrejcewicz and Krysko, 2006). For a small nonzero ε,
the solutions to Eqs. (4.1) are assumed in form

u(τ) = B cos(Ωτ + ψ) + εu1(B,ψ, τ) + . . .

z(τ) = A cos(Ωτ + ϕ) + εz1(A,ϕ, τ) + . . .
(4.3)

with slowly varying amplitudes and phases

dA

dτ
= εM1(A,ϕ) + . . .

dB

dτ
= εP1(B,ψ) + . . .

dϕ

dτ
= εN1(A,ϕ) + . . .

dψ

dτ
= εQ1(B,ψ) + . . .

(4.4)

Proceeding as described in (Kyzioł, 2015), we obtain finally equations for the amplitudes A, B

L1(A,B,Ω;Λ) = 0 L2(A,B,Ω;Λ) = 0 (4.5)

where Λ denotes parameters and

L1 = Z((η24 + u
2
2)(u

2
1 + η

2
2) + κ̂X

2u3)− (κ̂− 1)2(u21 + η22)λ2

u1 = κ̂X + η1 u2 = κ̂X + η3 u3 = κ̂X2 + 2η2η4 − 2u1u2
(4.6)

L2 =
Y

(κ̂− 1)2 [u
2
4 + (κ̂Xu5 + η1η3 − η2η4)2]− λ2X2

u4 = κ̂X(η2 + η4) + η1η4 + η2η3 u5 = (κ̂− 1)X + η1 + η3
(4.7)

η1 =
(3
4
Y + 1−X

)
(κ̂− 1) η2 = Ω

(3
4
bXY + h

)
(κ̂− 1)

η3 =
(
â+
3
4
dZ −X

)
(κ̂− 1) η4 = Ω

(
3
4cXZ + Ĥ

)
(κ̂− 1)

(4.8)

X = Ω2 Y = A2 Z = B2 (4.9)

If we put c = d = 0 in Eqs.(4.6), (4.7) and (4.8) (or β = γ = 0 in Eqs. (2.1)) then the
function L2 becomes independent on B. In this case, it is possible to separate variables in Eqs.
(1.1), (2.2) obtaining the fourth-order effective equation for the small mass (Kyzioł and Okniński,
2013). The function L2, defined above, for c = d = 0 is equal to the function L(X,Y ) defined in
Eq. (4.1) in (Kyzioł and Okniński, 2013).

5. Metamorphoses of the amplitude profiles

In the preceding Section, we have obtained two implicit equations (4.5) for amplitude profiles.
Each of these equations describes a surface in a three dimensional space (A,B,Ω). Intersection
of the surfaces L1 = 0, L2 = 0 is a 3D curve, and in singular points of this curve all three minors
of the rectangular matrix

M =

[
L′1,A L′1,B L′1,Ω
L′2,A L′2,B L′2,Ω

]
(5.1)

are zero (Hartmann, 2003), where L′1,A = ∂L1/∂A, etc. Equations (4.5) and these conditions are
used to compute singular points. We have shown in our previous papers that qualitative changes
of dynamics, induced by changes of control parameters, occur in neighbourhoods of singular
points of amplitude profiles (Kyzioł and Okniński, 2011, 2013; Kyzioł, 2015).
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6. Amplitude profiles and bifurcation diagrams

Applying the KBM method to effective equation (2.4) we obtain approximate formula
y(t) = A cos(ωt+ϕ) where dependence of A on ω is given by an implicit equation F1(A,ω;Λ) = 0.
The form of the function F1 can be found in Kyzioł and Okniński (2011). In Fig. 1a, this implicit
function is shown just after an isolated point (A,ω) = (1.124, 1.784) has been born.

Fig. 1. Amplitude profile F1(A,ω;Λ) = 0 (a) and F2(A,ω;Λ) = 0 (b) with an isolated point

Then, applying the KBM method to fourth-order equation (2.3) we obtain the corresponding
implicit amplitude equation F2(A,ω;Λ) = 0. The form of F2 has been described in Kyzioł and
Okniński (2013). In Fig. 1b, we see that an isolated point (A,ω) = (1.274, 1.899) has been
just born. Similarity of the amplitude profiles shows that effective equation (2.4) is a good
approximation to fourth-order equation (2.3). Bifurcation diagrams show indeed the birth of
new branches of solutions in both models (Kyzioł and Okniński, 2011, 2013).
Now we consider the general case with small nonlinearities in the main mass frame, c = 0.001,

d = 0.02, so that the system of equations (1.1), (2.1) is a small perturbation of model (1.1),
(2.2), with other parameters being equal a = 6, b = 0.001, h = 0.5, H = 0.7, κ = 0.05,

γ = 2.011615
df
= γcr.

Fig. 2. Resonance surfaces before the singular point is formed, left figure. The conical structure does not
intersect the lower surface, right figure

Resonance surfaces (4.5) are shown in Figs. 2 before the singular point is formed, the singular
point being (A,B,Ω) = (1.276, 0.620, 1.902) and γ = 2.015 > γcr, where the surfaces in the right
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figure have been rotated to show that the additional conical surface does not pierce the other
surface yet, and, after formation of the singular point, γ = 1.995 < γcr, in Fig. 3.

Fig. 3. Resonance surfaces L1(A,B,Ω;Λ) = 0 and L2(A,B,Ω;Λ) = 0 with an additional tubular
structure intersecting the lower surface

The corresponding bifurcation diagrams, one with a new branch near Ω = 1.9, are shown in
Figs. 4.

Fig. 4. Bifurcation diagram before formation of the singular point (left figure) and after (right figure)

7. Discussion

In the present work, we continue study of the general case of dynamics of two coupled periodically
driven oscillators, cf. Eq. (1.1), initiated in Kyzioł (2015). More exactly, we have investigated:
(a) model (1.1), (2.1) with small parameters α, γ; (b) model (1.1), (2.2) with α = 0, γ = 0
(in this case, dynamics of small mass can be separated off, see Eq. (2.3)); (c) and approximate
effective equation (2.4).



Metamorphoses of resonance curves in systems of coupled oscillators 1203

We have studied the amplitude (resonance) equations for steady states, obtained via the
KBM approach, within the theory of singular points of 2D and 3D algebraic curves (Wall, 2004;
Hartmann, 2003). Analysis of the resonance curves in cases (b), (c) has been relatively simple
since we have been dealing with one implicit equation of form F (A,Ω;Λ) = 0, describing a 2D
curve only (Kyzioł and Okniński, 2011, 2013). The general case is more difficult since there are
two amplitude equations, L1(A,B,Ω;Λ) = 0, L2(A,B,Ω;Λ) = 0, which describe two surfaces.
Conditions for singular points of the 3D curve – intersection of these surfaces – are also more
complex: they are given by two equations (4.5) and three equations det(M) = 0 with matrixM
given by (5.1).
Bifurcations diagrams shown in Figs. 4 confirm that a qualitative change of dynamics – birth

of a new branch of a nonlinear resonance – occurs in the neighbourhood of the singular point of
the 3D curve defined by amplitude equations (4.5).
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In this study, free vibration characteristics of a functionally graded Timoshenko beam that
undergoes flapwise bending vibration is analysed. The energy expressions are derived by
introducing several explanotary figures and tables. Applying Hamilton’s principle to the
energy expressions, governing differential equations of motion and boundary conditions are
obtained. In the solution part, the equations of motion, including the parameters for rotary
inertia, shear deformation, power law index parameter and slenderness ratio are solved
using an efficient mathematical technique, called the differential transform method (DTM).
Natural frequencies are calculated and effects of several parameters are investigated.

Keywords: differential transform method, functionally graded beam, Timoshenko beam

1. Introduction

The concept of Functionally Graded Materials (FGMs) was originated from a group of material
scientists in Japan as means of preparing thermal barrier materials (Loy et al., 1999). FGMs are
special composites that have continuous variation of material properties in one or more directions
to provide designers with the ability to distribute strength and stiffness in a desired manner to
get suitable structures for specific purposes in engineering and scientific fields such as design of
aircraft and space vehicle structures, electronic and biomedical installations, automobile sector,
defence industries, nuclear reactors, electronics, transportation sector, etc. As a consequence,
it is important to understand static and dynamic behavior of FGMs, so it has been an area of
intense research in the recent years. Especially, functionally graded beam (FGB) structures have
become a fertile area of research since beam structures have been widely used in aeronautical,
astronautical, civil, mechanical and other kinds of installations. Several research papers provide
a good introduction and further references on the subject (Alshorbagy et al., 2011; Chakraborty
et al., 2003; Giunta et al., 2011; Huang and Li, 2010; Kapuria et al., 2008; Lai et al., 2012; Li,
2008; Loja et al., 2012; Lu and Chen, 2005; Thai and Vo, 2012; Wattanasakulpong et al., 2012;
Zhong and Yu, 2007).
Due to the increasing application trend of FGMs, several beam theories have been developed

to examine the response of FGBs. The Classical Beam Theory (CBT), i.e. Euler Bernoulli
Beam Theory, is the simplest theory that can be applied to slender FGBs. The first order shear
deformation theory (FSDT), i.e. Timoshenko Beam Theory, is used for the case of either short
beams or high frequency applications to overcome the limitations of the CBT by accounting
for the tranverse shear deformation effect. Bhimaraddi and Chandrashekhara (1991) derived
laminated composite beam equations of motion using the first-order shear deformation plate
theory (FSDPT). Dadfarnia (1997) developed a new beam theory for laminated composite beams
using the assumption that the lateral stresses and all derivatives with respect to the lateral
coordinate in the plate equations of motion are ignored.
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In this study, which is an extension of the author’s previous works (Kaya and Ozdemir
Ozgumus, 2007; Kaya and Ozdemir Ozgumus, 2010; Ozdemir Ozgumus and Kaya, 2013), free
vibration analysis of a functionally graded Timoshenko beam that undergoes flapwise bending
vibrations is performed. At the beginning of the study, expressions for both kinetic and potential
energies are derived in a detailed way by using explanatory tables and figures. In the next
step, governing differential equations of motion are obtained applying Hamilton’s principle. In
the solution part, the equations of motion, including the parameters for rotary inertia, shear
deformation, power law index parameter and slenderness ratio are solved using an efficient
mathematical technique, called the differential transform method (DTM). Natural frequencies
are calculated and effects of the parameters, mentioned above, are investigated. The calculated
results are compared with the ones in open literature. Consequently, it is observed that there is
a good agreement between the results which proves the correctness and accuracy of the DTM.

2. Beam model

The governing differential equations of motion are derived for the free vibration analysis of a
functionally graded Timoshenko beam model with a right-handed Cartesian coordinate system
which is represented by Fig. 1.

Fig. 1. Functionally graded beam model and the coordinate system

Here a uniform, functionally graded Timoshenko beam of length L, height h and width b
which has the cantilever boundary condition at point O is shown. The xyz-axes constitute a
global orthogonal coordinate system with the origin at the root of the beam. The x-axis coincides
with the neutral axis of the beam in the undeflected position, the y-axis lies in the width direction
and the z-axis lies in the depth direction.

3. Formulation

3.1. Functionally graded beam formulation

Material properties of the beam, i.e. modulus of elasticity E, shear modulus G, Poisson’s
ratio ν and material density ρ are assumed to vary continuously in the thickness direction z as
a function of the volume fraction, and the properties of the constituent materials according to
a simple power law.
According to the rule of mixture, the effective material property P (z) can be expressed as

follows

P (z) = PtVt + PbVb (3.1)

where Pt and Pb are the material properties at the top and bottom surfaces of the beam while
Vt and Vb are the corresponding volume fractions. The relation between the volume fractions is
given by

Vt + Vb = 1 (3.2)
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The volume fraction of the top constituent of the beam Vt is assumed to be given by

Vt =
( z
h
+
1
2

)k
k ­ 0 (3.3)

where k is a non-negative power law index parameter that dictates the material variation profile
through the beam thickness.
Considering Eqs. (3.1)-(3.3), the effective material property can be rewritten as follows

P (z) = (Pt − Pb)
(z
h
+
1
2

)k
+ Pb (3.4)

It is evident from Eq.(4) that when z = h/2, E = Et, ν = νt, G = Gt, ρ = ρt and when
z = −h/2, E = Eb, ν = νb, G = Gb and ρ = ρb.

3.2. Displacement field and strain field

The cross-sectional and the longitudinal views of a Timoshenko beam that undergoes exten-
sion and flapwise bending deflections are given in Figs. 2a and 2b, respectively. Here, the reference
point is chosen, and is represented by P0 before deformation and by P after deformation.

Fig. 2. (a) Cross-sectional view, (b) longitudinal view of the Timoshenko beam

Here, η is the offset of the reference point from the z-axis, ξ is the offset of the reference
point from the middle plane, x is the offset of the reference point from the z-axis, u0 is the
elongation, w is the flapwise bending displacement, ϕ is the rotation due to bending and γ is
the shear angle.
Considering Figs. 2a and 2b, the coordinates of the reference point are obtained as follows:

— before deflection (coordinates of P0)

x0 = x y0 = η z0 = ξ (3.5)

— after deflection (coordinates of P )

x1 = x+ u0 + ξϕ y1 = η z1 = w + ξ (3.6)

The position vectors of the reference point are represented by r0 and r1 before and after deflec-
tion, respectively. Therefore, dr0 and dr1 can be written as follows

dr0 = dxi+ dηj+ dξk

dr1 = [(1 + u′0 + ξϕ
′)]dxi+ dηj+ (w′dx+ dξ)k

(3.7)

where (·)′ denotes differentiation with respect to the spanwise coordinate x.
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The classical strain tensor εij may be obtained by using the following equilibrium equation
given by Eringen (1980)

dr1 · dr1 − dr0 · dr0 = 2[dx dη dξ][εij ]



dx
dη
dξ


 (3.8)

where

[εij ] =



εxx εxη εxξ
εηx εηη εηξ
εξx εξη εξξ


 (3.9)

Substituting Eqs. (3.7) into Eq. (3.8), the components of the strain tensor εij are obtained as
follows

εxx = u′0 +
(u′0)

2

2
+
(w′)2

2
+ u′0ϕ

′ξ + ϕ′ξ +
(ϕ′)2

2
ξ2

γxη = 0 γxξ = (w
′ + ϕ) + ϕϕ′ξ − u′0ϕ

(3.10)

where εxx, γxη and γxξ are the axial strain and the shear strains, respectively.
In this work, only εxx, γxη and γxξ are used in the calculations because, as noted by Hodges

and Dowell (1974) for long slender beams, the axial strain εxx is dominant over the transverse
normal strains εηη and εξξ. Moreover, the shear strain γηξ is by two orders smaller than the
other shear strains γxξ and γxη. Therefore, εηη , εξξ and γηξ are neglected.
In order to obtain simpler expressions for the strain components given by Eqs. (3.10), higher

order terms can be neglected, so an order of magnitude analysis is performed by using the
ordering scheme taken from Hodges and Dowell (1974) and introduced in Table 1.

Table 1. Ordering scheme for the Timoshenko beam model

Term Order

w′ O(ε)
ϕ O(ε)

w′ + ϕ O(ε2)
u′0 O(ε2)
ϕ′ (ε2)

Hodges and Dowell (1974) used the formulation for an Euler-Bernoulli beam, so in this study
their formulation is modified for the Timoshenko beam, and a new expression w′ + ϕ = O(ε2)
is added to their ordering scheme as a contribution to literature.
Considering Table 1, Eqs. (3.10) are simplified as follows

εxx = u′0 +
(u′0)

2

2
+
(w′)2

2
+ ϕ′ξ γxη = 0 γxξ = w′ + ϕ (3.11)

3.3. Potential energy

The expression for potential energy is given by

U =
1
2

l∫

0

∫

A

(σxxεxx + τxξγxξ) dAdx =
b

2

l∫

0

h/2∫

−h/2

(σxxεxx + τxξγxξ) dξ dx (3.12)
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The axial force N , the bending moment M and the shear force Q that act on a laminate at the
midplane are expressed as follows (Kollar and Springer, 2003)

N = b

h/2∫

−h/2

σ dz M = b

h/2∫

−h/2

zσ dz Q = b

h/2∫

−h/2

τ dz (3.13)

Substituting Eqs. (3.11) into Eq. (3.12) and considering Eqs. (3.13), the following expression is
obtained

U =
1
2

l∫

0

{
Nx

[
u′0 +

(w′)2

2

]
+Mxϕ

′ +Qz(w′ + ϕ)
}
dx (3.14)

where

Nx = A11u′0 +B11ϕ
′ Mx = B11u′0 +D11ϕ

′ Q = A55γxξ (3.15)

Here, the stiffness coefficients are obtained as follows

[A11 B11 D11] =
∫

A

E(z)[1 z z2] dA A55 = K
∫

A

G(z) dA (3.16)

where K is defined as the shear correction factor that takes the value of K = 5/6 for rectangular
cross sections.
Substituting Eqs. (3.15) into Eq. (3.14) gives

U =
1
2

l∫

0

[A11(u′0)
2 + 2B11u′0ϕ

′ +D11(ϕ′)2 +A55(w′ + ϕ)] dx (3.17)

Referring Eq. (3.17), variation of the potential energy is obtained as follows

δU =
l∫

0

[(A11u′0 +B11ϕ
′)δu′0 + (B11u

′
0 +D11ϕ

′)δϕ′ +A55(w′ + ϕ)(δw′ + δϕ)] dx (3.18)

3.4. Kinetic energy

The position vector of the point P shown in Fig. 2 is given by

r = (x+ u0 + ξϕ)i+ wk (3.19)

Considering Eq. (3.19), the velocity vector of this point is obtained as follows

V =
∂r

∂t
= (u̇0 + ξϕ̇)i+ ẇk (3.20)

Hence, the velocity components are

Vx = u̇0 + ξϕ̇ Vy = 0 Vz = ẇ (3.21)

The kinetic energy expression is given by

T =
1
2

l∫

0

∫

A

ρ(z)(V 2x + V
2
y + V

2
z ) dAdx =

b

2

l∫

0

h/2∫

−h/2

ρ(z)(V 2x + V
2
y + V

2
z ) dξ dx (3.22)

where ρ(z) is the effective material density.
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Substituting the velocity components into Eq. (3.22) and taking the variaiton of kinetic
energy gives

δT =
l∫

0

[I1(u̇0δu̇0 + ẇδẇ) + I2(u̇0δϕ̇+ ϕ̇δu̇0) + I3ϕ̇δϕ̇] dx (3.23)

where I1, I2 and I3 are the inertial characteristics of the beam given by

[I1 I2 I3] =
∫

A

ρ(z)[1 z z2] dA (3.24)

3.5. Equations of motion and the boundary conditions

Hamilton’s principle is expressed as follows

t2∫

t1

δ(U − T ) dt = 0 (3.25)

Substituting Eqs. (3.18) (3.23) into Eq. (3.25) gives the equations of motion and the boundary
conditions as follows:
— equations of motion

A11u
′′
0 +B11ϕ

′′ = I1ü0 + I2ϕ̈ A55(w′′ + ϕ̇′) = I1ẅ

D11ϕ
′′ +B11u′′0 −A55(w′ + ϕ) = I2ü0 + I3ϕ̈

(3.26)

— boundary conditions

x = 0 u0(0, t) = w(0, t) = ϕ(0, t) = 0

x = L A11u
′
0(L, t) +B11ϕ

′(L, t) = 0 A55[w′(L, t) + ϕ(L, t)] = 0
D11ϕ(L, t) +B11u′0(L, t)−A55(w′ + ϕ) = 0

(3.27)

In order to investigate free vibration of the beam model considered in this study, a sinusoidal
variation of u0, w and ϕ with a circular natural frequency ω is assumed, and the functions are
approximated as

u0(x, t) = u(x)eiωt w(x, t) = w(x)eiωt ϕ(x, t) = ϕ(x)eiωt (3.28)

Substituting Eqs. (3.28) into the equations of motion, i.e. Eqs. (3.26), and into the boundary
conditions, i.e. Eqs.(3.27), the following dimensionless equations are obtained as follows:
— equations of motion

γ2ũ∗∗ + α2ϕ̃∗∗ + λ2(ũ+ µ2ϕ̃) = 0
w̃∗∗ + ϕ̃
τ2

+ λ2w̃ = 0

τ2(α2ũ∗∗ + ϕ̃∗∗ + µ2λ2ũ) + (r2τ2λ2 − 1)ϕ̃ − w̃∗ = 0
(3.29)

— boundary conditions

x = 0 ũ(0, t) = w̃(0, t) = ϕ̃(0, t) = 0

x = L γ2ũ∗ + α2ϕ̃∗(L, t) = 0
1
τ2
[w̃∗(L, t) + ϕ̃(L, t)] = 0

α2ũ∗(L, t) + ϕ̃∗(L, t) = 0

(3.30)
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Here, the dimensionless parameters are defined as

w̃ =
w

L
ũ =

u

L
ϕ̃ = ϕ γ2 =

A11L
2

D11
τ2 =

D11

A55L2

λ2 =
I1L
4ω2

D11
µ2 =

I2
I1L

r2 =
I3
I1L2

α2 =
B11L

D11
(3.31)

4. Differential Transform Method

The Differential Transform Method (DTM) is a transformation technique based on the Taylor
series expansion and is a useful tool to obtain analytical solutions of differential equations. In
this method, certain transformation rules are applied, and the governing differential equations
and the boundary conditions of the system are transformed into a set of algebraic equations in
terms of the differential transforms of the original functions, and the solution of these algebraic
equations gives the desired solution of the problem.
Consider a function f(x) which is analytical in a domain D and let x = x0 represent any

point in D. The function f(x) is then represented by a power series whose center is located at x0.
The differential transform of the function f(x) is given by

F [k] =
1
k!

(dkf(x)
dxk

)

x=x0
(4.1)

where f(x) is the original function and F [k] is the transformed function. The inverse transfor-
mation is defined as

f(x) =
∞∑

k=0

(x− x0)kF [k] (4.2)

Combining Eq. (4.1) and Eq. (4.2), we get

f(x) =
∞∑

k=0

(x− x0)k
k!

(dkf(x)
dxk

)

x=x0
(4.3)

Considering Eq. (4.3), it is noticed that the concept of differential transform is derived from the
Taylor series expansion. However, the method does not evaluate the derivatives symbolically.
In actual applications, the function f(x) is expressed by a finite series and Eq. (4.3) can be

written as follows

f(x) =
m∑

k=0

(x− x0)k
k!

(dkf(x)
dxk

)

x=x0
(4.4)

which means that the rest of the series

f(x) =
∞∑

k=m+1

(x− x0)k
k!

(dkf(x)
dxk

)

x=x0
(4.5)

is negligibly small. Here, the value of m depends on the convergence of natural frequencies.
Theorems that are frequently used in the transformation procedure are introduced in Table 2,

and theorems that are used for boundary conditions are introduced in Table 3.
After applying DTM to Eqs. (3.29) and (3.30), the transformed equations of motion and

boundary conditions are obtained as follows:
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Table 2. DTM theorems used for equations of motion

Original function Transformed function

f(x) = g(x)± h(x) F [k] = G[k] ±H[k]

f(x) = λg(x) F [k] = λG[k]

f(x) = g(x)h(x) F [k] =
∑k
l=0G[k − l]H[l]

f(x) = dng(x)
dxn F [k] = (k+n)!k! G[k + n]

f(x) = xn F [k] = δ(k − n) =
{
0 if k 6= n
1 if k = n

Table 3. DTM theorems used for boundary conditions

x = 0 x = 1

Original B.C. Transformed B.C. Original B.C. Transformed B.C.

df(0)
dx = 0 F (0) = 0 f(1) = 0

∑∞
k=0 F (k) = 0

df
dx(0) = 0 F (1) = 0 df

dx(1) = 0
∑∞
k=0 kF (k) = 0

d2f
dx2 (0) = 0 F (2) = 0 d2f

dx2 (1) = 0
∑∞
k=0 k(k − 1)F (k) = 0

d3f
dx3 (0) = 0 F (3) = 0 d3f

dx3 (1) = 0
∑∞
k=0(k − 1)(k − 2)kF (k) = 0

— equations of motion

γ2(k + 1)(k + 2)U [k + 2] + α2(k + 1)(k + 2)ϕ[k + 2] + λ2(U [k] + µ2ϕ[k]) = 0
1
τ2
(k + 1)(k + 2)W [k + 2] + λ2W [k] +

1
τ2
(k + 1)ϕ[k + 1] = 0

α2(k + 1)(k + 2)U [k + 2] + (k + 1)(k + 2)ϕ[k + 2] + λ2µ2U [k] +
(
r2λ2 − 1

τ2

)
ϕ[k]

− 1
τ2
(k + 1)W [k + 1] = 0

(4.6)

— boundary conditions

x = 0 U [k] =W [k] = ϕ[k] = 0

x = L γ2
∞∑

k=0

kU [k] + α2
∞∑

k=0

kϕ[k] = 0
1
τ2

( ∞∑

k=0

(kW [k] + ϕ[k])

)
= 0

α2
∞∑

k=0

kU [k] +
∞∑

k=0

kϕ[k] = 0

(4.7)

5. Results and discussions

In the numerical analysis, two cases are studied. In the first case, natural frequencies of a pure
aluminum Timoshenko beam with simply-simply supported (SS) end conditions and, in the
second case, a fuctionally graded Timoshenko beam with clamped free (CF) boundary conditions
are calculated. Effects of the slenderness ratio L/h and the power law index parameter k on the
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natural frequencies are investigated. The results are presented in related tables. In order to
validate the calculated results, comparisons with the studies in open literature are made and a
very good agreement between the results is observed, which proves the correctness and accuracy
of the Differential Transform Method. It is believed that the tabulated results can be used as
references by other researchers to validate their results.

Case 1. Pure aluminum simply supported beam

Table 4. Material properties of the aluminum Timoshenko beam

Property Aluminum (Al)

Elasticity modulus E 70GPa
Material density ρ 2700 kg/m3

Poisson’s ratio ν 0.23

Variation of the first five natural frequencies of the S-S pure aluminum Timoshenko beam
with respect to the slenderness ratio L/h is given in Table 5. When the calculated results are
compared with the ones given by Sina et al. (2009), a very good agreement between the results
is observed.

Table 5. Dimensionless natural frequencies of the pure aluminum Timoshenko beam

Frequency Slenderness ratio L/h

λ = ωL2

h

√
ρm
Em

10 20 30 40 50 100

Fundamental 2.87896 2.91515 2.92204 2.92447 2.92559 2.92709
Sina et al. (2009) 2.879 – 2.922 – – 2.927
2nd NF 10.9963 11.5159 11.6224 11.6606 11.6784 11.7024
3rd NF 23.1528 25.3995 25.9107 26.0988 26.1876 26.3078
4th NF 32.2814 43.9854 45.4901 46.0634 46.3380 46.7137
5th NF 38.0919 64.5627 69.9845 71.3222 71.9741 72.8788

Case 2. FG Timoshenko beam

The FG beam is made of aluminum (Al) at the top and alumina (Al2O3) at the bottom.
The effective beam properties change through the beam thickness according to the power law.
The material properties of the FG beam are displayed in Table 6.

Table 6. Material properties of the FG beam

Property Aluminum (Al) Alumina (Al2O3)

Elasticity modulus E 70GPa 380GPa
Material density ρ 2702 kg/m3 3960 kg/m3

Poisson’s ratio ν 0.3 0.3

Variation of the fundamental natural frequency of the C-F functionally graded Timoshenko
beam according to the power law exponent for L/h = 20 is given in Table 7. When the calculated
results are compared with the ones given by Şimsek (2010), a very good agreement between the
results is observed.
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Table 7. Dimensionless fundamental frequencies of the C-F FG Timoshenko beam

Frequency Power law exponent k

λ = ωL2

h

√
ρm
Em

0 0.2 0.5 1 2 5 10 Full metal

Fundamental 1.94955 1.81407 1.66026 1.50103 1.36966 1.30373 1.26493 1.01297
Şimsek (2010) 1.94957 1.81456 1.66044 1.50104 1.36968 1.30375 1.26495 1.01297

In Table 8, variation of the dimensionless natural frequencies of the C-F functionally graded
Timoshenko beam with respect to the power law exponent k and the slenderness ratio L/h is
presented.

Table 8. Variation of the dimensionless natural frequencies of the C-F functionally graded
Timoshenko beam with respect to the power law exponent k and the slenderness ratio L/h

k

L/h 0 0.2 0.5 1 2 5 10 Full metal

3 1.80329 1.6829 1.54468 1.39885 1.27348 1.19956 1.15684 0.936972
8.21514 7.72196 7.12189 6.44425 5.77913 5.22620 4.96530 4.26852
9.06941 8.675 8.23136 7.7081 7.05971 6.19459 5.64279 4.71239
17.9802 16.9703 15.7499 14.3438 12.9094 11.6647 11.0314 9.34237
26.4033 25.1248 23.5417 21.6204 19.4397 17.1022 15.8590 –

4 1.86385 1.73735 1.59278 1.44141 1.31344 1.24242 1.20111 0.96844
9.42868 8.8443 8.15412 7.39468 6.68493 6.15895 5.8858 4.89906
12.0925 11.5548 10.931 10.1889 9.27327 8.07187 7.35535 6.28319
21.5877 20.3297 18.8307 17.1413 15.4804 14.1093 13.3796 11.2168
34.5928 32.7263 30.451 27.8043 25.0665 22.6209 21.4285 18.0754

5 1.89441 1.76476 1.61692 1.46276 1.33353 1.26419 1.2237 0.98432
10.2025 9.55154 8.79239 7.97167 7.23018 6.72424 6.44766 5.30114
15.1157 14.4404 13.6505 12.7061 11.5406 10.0258 9.14605 7.85398
24.2839 22.8225 21.0981 19.1875 17.3683 15.9509 15.1753 12.6177
40.3144 38.0031 35.2454 32.1226 29.0171 26.3775 24.9471 20.9484

10 1.93806 1.80382 1.65126 1.49308 1.36215 1.29547 1.25629 1.007
11.6155 10.8294 9.92996 8.98688 8.18692 7.73783 7.4778 6.03531
30.2314 28.5306 26.2115 23.7423 21.5708 19.8231 18.204 15.708
30.5505 28.8901 27.3023 25.3998 23.0609 20.4233 19.5414 15.8738
55.4176 51.8978 47.8058 43.39 39.4041 36.6649 35.1095 28.7945

15 1.94655 1.81139 1.65791 1.49895 1.3677 1.30157 1.26267 1.01141
11.9506 11.1299 10.1949 9.22147 8.40836 7.97825 7.72685 6.20943
32.4399 30.247 27.7372 25.1042 22.8681 21.6068 20.8769 16.8555
45.347 43.3142 40.921 38.0455 34.4964 29.9319 27.3397 23.5619
60.9894 56.9502 52.3063 47.394 43.1404 40.553 39.057 31.6896

20 1.94955 1.81407 1.66026 1.50103 1.36966 1.30373 1.26493 1.01297
12.0753 11.2415 10.293 9.30821 8.49032 8.06791 7.8202 6.27423
33.2016 30.9307 28.3406 25.6387 23.3723 22.1529 21.4418 17.2513
60.4627 57.7447 54.1446 49.0496 44.62 39.8473 36.4316 31.4159
63.4443 59.1681 54.6767 50.7988 46.1299 42.3338 40.8514 32.9651

In Fig. 3, convergence of the first five natural frequencies with respect to the number of
terms N used in DTM application is shown, where L/h = 5 and k = 0.5. To evaluate up
to the fifth natural frequency to five-digit precision, it has been necessary to take 45 terms.



Application of the differential transform method... 1215

Additionally, it is seen that higher modes appear when more terms are taken into account in
DTM application. Thus, depending on the order of the required modes, one must try a few
values for the term number at the beginning of the calculations in order to find the adequate
number of terms. For instance, only N = 50 is enough for the results given in Tables 5, 7 and 8.

Fig. 3. Convergence of the first five natural frequencies with respect to the number of terms N

6. Conclusion

In this study, formulation of a functionally graded Timoshenko beam that undergoes flapwise
bending vibration is derived by introducing several explanotary figures and tables. Applying Ha-
milton’s principle to the obtained energy expressions, governing differential equations of motion
and the boundary conditions are derived. In the solution part, the equations of motion, including
the parameters for rotary inertia, shear deformation, power law index parameter and slenderness
ratio are solved using an efficient mathematical technique, called the differential transform me-
thod (DTM). Natural frequencies are calculated and effects of the above mentioned parameters
are investigated.
Considering the calculated results,the following conclusions are reached:
• As the slenderness ratio L/h increases, the natural frequencies increase;
• The effect of the slenderness ratio on the frequencies is negligible forlong FG beams (i.e.,
L/h ­ 20);
• The natural frequencies decrease as the value of the power-law exponent k increases.
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7. Future work

According to the author’s knowledge, the Differential Transform Method has not been applied
to functionally graded Timoshenko beams in literature before. Therefore, this gap is aimed to
be fulfilled in this paper. However, in this study, a functionally graded Timoshenko beam with
a power-law gradient is considered and the efficiency of DTM has not been examined for other
gradients such as exponent gradient (Tang et al., 2014; Hao and Wei, 2016; Li et al., 2013; Wang
et al., 2016). The examination of the DTM efficiency for other gradient types can be considered
as a challenging future work.
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This study investigates forced nonlinear vibrations of a simply supported Euler-Bernoulli
beam on a nonlinear elastic foundation with quadratic and cubic nonlinearities. Applying
the homotopy analysis method (HAM) to the spatially discretized governing equation, we
derive novel analytical solutions and discuss their convergence to present nonlinear frequency
responses with varying contributions of the nonlinearity coefficients. A comparison with nu-
merical solutions is conducted and nonlinear time responses and phase planes are compared
to the results from linear beam theory. The study demonstrates that apart from nonlinear
problems of free vibrations, HAM is equally capable of solving strongly nonlinear problems
of forced vibrations.

Keywords: forced nonlinear vibration, HAM, quadratic and cubic nonlinearities, Galerkin
method

1. Introduction

Nonlinear vibrations of a simply supported Euler-Bernoulli beam on a nonlinear elastic founda-
tion with distributed quadratic and cubic nonlinearities subject to harmonic excitation are, in
nondimensional form, governed by (Abe, 2006)

∂2w

∂t2
+
∂4w

∂x4
+ 2µ

∂w

∂t
+ α2w2 + α3w3 = F (x) cos(Ωt) (1.1)

subject to the boundary conditions

w =
∂2w

∂x2
= 0 at x = 0, 1 (1.2)

where w is the displacement of the beam, µ is the viscous damping coefficient, α2 and α3 are the
quadratic and cubic nonlinearity coefficients, respectively, and F (x) and Ω are the distribution
and frequency of the harmonic load, respectively.
Abe (2006) provided numerical solutions for the cases of primary resonance and subharmonic

resonance of the order one-half by means of the finite difference and shooting method, the first
applied directly to Eqs. (1.1) and (1.2) and the latter to their spatially discretized form using the
Galerkin method. He concluded that the Galerkin discretization yields more accurate results than
the direct approach. Considering only small amplitude vibrations, he also obtained perturbative
approximate solutions using the method of multiple scales (MMS) (Nayfeh and Mook, 1979)
applied directly to Eq. (1.1) modeled as a weakly nonlinear system involving small perturbation
parameters. However, Abe et al. (1998,a,b,c, 2000) showed that for the direct approach it is
unlikely to obtain highly accurate solutions as it is not possible to define a detuning parameter
in the quadratic form between the natural and the excitation frequency.
The present work provides accurate analytical solutions to Eqs. (1.1) and (1.2) using the

homotopy analysis method (HAM) introduced by Liao (Liao, 1992, 1995, 2003, 2004, 2009,
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2012; Liao and Cheung, 1998; Liao and Tan, 2007) to investigate the case when the excitation
frequency is close to the natural frequency of the fundamental mode. Making no use of small or
large parameters, this method allows us to consider the general nonlinear distributed-parameter
system for small as well as large amplitude vibrations. Thus it overcomes the requirement for the
MMS to model the problem as a weakly nonlinear system involving only small finite amplitudes.
To ensure accurate results, we reduce the governing equation to an ordinary nonlinear differential
equation with the Galerkin method before applying HAM. For the convergence analysis of the
obtained analytical solutions, we plot the so-called h-curves for higher-order approximations
and achieve the optimal value of h by minimizing the square residual of the governing equation
for a chosen order of the approximation. We verify our higher-order solutions by comparison
with numerical solutions given by the fourth-order Runge-Kutta method. Demonstrating how
powerful a first-order approximation of HAM already is, we derive explicit closed-form solutions
of the mean of motion, amplitude and phase of the generalized coordinate to present frequency
response curves for various values of the quadratic and cubic nonlinearity coefficients addressing
the cases of softening- and hardening-type behavior. Moreover, we compare the nonlinear time
responses and their respective phase planes for different values of the quadratic nonlinearities
to the results from linear beam theory.
HAM has seen extensive successful applications to highly nonlinear problems in science and

engineering (Wen and Cao, 2007; Hoseini et al., 2008; Pirbodaghi et al., 2009; Abbasbandy and
Shivanian, 2011; Mastroberardino, 2011; Mehrizi et al., 2012; Mohammadpour et al., 2012; Mu-
stafa et al., 2012; Sedighi et al., 2012; Ray and Sahoo, 2015). Previous applications of HAM have
been mainly devoted to nonlinear differential equations of free vibratory continuous systems. As
seen in Eq. (1.1), the important case of forced nonlinear vibrations of a damped system involving
cubic and quadratic nonlinearities, where the mean of motion cannot be disregarded, poses a
greater challenge with respect to finding analytical solutions and understanding nonlinear beha-
vior. Our results provide an example, applicable to other beam models and boundary conditions,
of a forced nonlinear vibratory system in which HAM yields accurate convergent solutions for
all values of the relevant parameters.

2. Governing differential equation

The model is discretized by the Galerkin method with w(x, t) = W (t)φ(x), where
φ(x) =

√
2 sin(πx) is the normalized eigenfunction of the fundamental mode and W (t), the

corresponding time-dependent amplitude, is the generalized coordinate. Thus, governing equ-
ation (1.1) is reduced to the nonlinear ordinary differential equation

Ẅ + 2µẆ + ω2W +
8
√
2
3π

α2W
2 +
3
2
α3W

3 = f cos(Ωt− ϕ) (2.1)

and without loss of generality subject to the initial conditions

W (0) = δ +A Ẇ (0) = 0 (2.2)

where ω = π2 is the normalized natural frequency of the fundamental mode, f =
∫ 1
0 F (x)φ(x) dx

is the first modal force, A is an unknown amplitude and δ = (1/T )
∫ T
0 W (t) dt is the mean

of motion being generally nonzero for oscillations with the quadratic nonlinearity. The dot
represents differentiation with respect to time t. Note that, for convenience and without loss of
generality, we introduce the phase angle ϕ in the expression of the harmonic load as a quantity
to be determined.
Defining the variables

τ = Ωt W (t) = δ +AV (τ) (2.3)
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and inserting them into Eqs. (2.1) and (2.2), we obtain

Ω2A
∂2V (τ)
∂τ2

+Ω2µA
∂V (τ)
∂τ
+ ω2(δ +AV (τ)) +

8
√
2
3π

α2(δ +AV (τ))2

+
3
2
α3(δ +AV (τ))3 = f1 cos τ + f2 sin τ

(2.4)

subject to the initial conditions

V (0) = 1
∂V (0)
∂τ

= 0 (2.5)

with the constants f1 and f2 satisfying

f21 + f
2
2 = f

2 ϕ = arctan
f2
f1

(2.6)

3. Homotopy analysis method

The homotopy analysis method is a nonperturbative analytical technique for solving nonlinear
differential equations. By means of an embedding parameter ranging from zero to one, it trans-
forms a nonlinear differential equation into an infinite number of linear differential equations
and derives a family of solution series.
The periodic solution to Eq. (2.4) can be expressed by a set of base functions

{sin(mτ), cos(mτ) |m = 1, 2, 3, . . .} (3.1)

such that

V (τ) =
infty∑

k=1

(αk sin(kτ) + βk cos(kτ)) (3.2)

where αk and βk are coefficients to be determined. We choose the initial guess as

V0 = cos τ (3.3)

which satisfies the initial conditions of Eq. (2.5). To ensure the rule of solution expression given
by Eq. (3.2), we choose the linear operator to be

L[φ(τ, q)] = Ω2
(∂2φ(τ, q)

∂τ2
+ φ(τ, q)

)
(3.4)

with the property

L[C1 sin τ + C2 cos τ ] = 0 (3.5)

where C1 and C2 are constants of integration. According to Eq. (2.4), we define the nonlinear
operator

N [φ(τ, q), Λ(q),∆(q)] = Ω2Λ(q)∂
2φ(τ, q)
∂τ2

+ 2µΩΛ(q)
∂φ(τ, q)
∂τ

+ ω2(∆(q) + Λ(q)φ(τ, q)) +
8
√
2
3π

α2(∆(q) + Λ(q)φ(τ, q))2

+
3
2
α3(∆(q) + Λ(q)φ(τ, q))3 − f1 cos τ − f2 sin τ

(3.6)
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where q ∈ [0, 1] is the embedding parameter, φ(τ, q) is a function of τ and q, Λ(q) and ∆(q) are
functions of q. The zeroth-order deformation equation is given by

(1− q)L[φ(τ, q)− V0(τ)] = qhH(τ)N [φ(τ, q), Λ(q),∆(q)] (3.7)

where h 6= 0 is the convergence-control parameter and H(τ) a nonzero auxiliary function. For
q = 0 and q = 1 we have

φ(τ, 0) = V0(τ) φ(τ, 1) = V (τ) Λ(0) = A0
Λ(1) = A ∆(0) = δ0 ∆(1) = δ

(3.8)

Thus, the function φ(τ, q) varies from the initial guess V0(τ) to the desired solution as q varies
from 0 to 1. The Taylor expansions of φ(τ, q), Λ(q) and ∆(q) with respect to q are

φ(τ, q) = V0(τ) +
infty∑

m=1

Vm(τ)qm Λ(q) = A0 +
infty∑

m=1

Amq
m

∆(q) = δ0 +
infty∑

m=1

δmq
m

(3.9)

where

Vm(τ) =
1
m!

∂mφ(τ, q)
∂qm

∣∣∣
q=0

Am =
1
m!

∂mΛ(q)
∂qm

∣∣∣
q=0

δm =
1
m!

∂m∆(q)
∂qm

∣∣∣
q=0

(3.10)

Choosing properly the auxiliary function H(τ) and the convergence-control parameter h, the
series in Eqs. (3.9) converge when q = 1, such that

V (τ) = V0(τ) +
infty∑

m=1

Vm(τ) A = A0 +
infty∑

m=1

Am δ = δ0 +
∞∑

m=1

δm (3.11)

Differentiating zeroth-order equation (3.7) m times with respect to q, dividing it by m! and
setting q = 0, the m-th order deformation equation is obtained as

L[Vm(τ)− χmVm−1(τ)] = hH(τ)Rm(Vm−1,Am−1, δm−1) (3.12)

subject to the initial conditions

Vm(0) =
∂Vm(0)
∂τ

= 0 (3.13)

where

χm =

{
0 m ¬ 1
1 m > 1

Vm−1 = [V0(τ), V1(τ), . . . , Vm−1(τ)]

Am−1 = [A0, A1, . . . , Am−1] δm−1 = [δ0, δ1, . . . , δm−1]

(3.14)
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and

Rm(Vm−1,Am−1, δm−1) =
1

(m− 1)!
dm−1N [φ(τ, q), Λ(q),∆(q)]

dqm−1

∣∣∣
q=0

= Ω2Am−1
∂2Vm−1
∂τ2

+ 2µΩAm−1
∂Vm−1
∂τ

+ ω2(δm−1 +Am−1Vm−1)

+
8
√
2
3π

α2

m−1∑

n=0

(δn +AnVn)(δm−1−n +Am−1−nVm−1−n)

+
3
2
α3

m−1∑

n=0

(
n∑

j=0

(δj +AjVj)(δn−j +An−jVn−j)

)

· (δm−1−n +Am−1−nVm−1−n)− (1− χm)(f1 cos τ + f2 sin τ)

= Cm,0+
l(m)∑

k=1

(
cm,k(Vm−1,Am−1, δm−1) cos(kτ) + dm,k(Vm−1,Am−1, δm−1) sin(kτ)

)

(3.15)

For the nonzero auxiliary function to obey the rule of solution expression and the rule of coeffi-
cient ergodicity, we choose it to be

H(τ) = cos(2τ) (3.16)

where κ is an integer. It can be determined uniquely as H(τ) = 1.
According to the property of the linear operator, if the terms sin τ and cos τ exist in Rm,

the secular terms τ cos τ and τ sin τ will appear in the final solution, therefore cm,1 and dm,1
have to be equal to zero. Moreover, if Cm,0 6= 0, a constant term will appear in the final solution
violating the rule of solution expression, thus it must be set to zero.
The general solution to Eq. (3.12) for m ­ 1 is derived to be

Vm(τ) = χmVm−1(τ) +
h

Ω2

l(m)∑

k=2

cm,k cos(kτ) + dm,k sin(kτ)
1− k2 + C1 sin τ + C2 cos τ (3.17)

where C1 and C2 need to be determined by the initial conditions in Eq. (3.13).
For the first-order approximation (m=1) we obtain from Eq. (3.15)

R1(V0,A0, δ0) = −Ω2A0 cos τ − 2µΩA0 sin τ + ω2(δ0 +A0 cos τ)

+
8
√
2
3π

α2(δ0 +A0 cos τ)2 +
3
2
α3(δ0 +A0 cos τ)3 − f1 cos τ

− f2 sin τ =
8
√
2
6π

α2A
2
0 +

(
ω2 +

9
4
α3
)
δ0 +
8
√
2
3π

α2δ
2
0 +
3
2
α3δ
3
0

+
(
−Ω2A0 + ω2A0 +

16
√
2

3π
α2δ0A0 +

9
2
α3δ
2
0A0 +

9
8
α3A

3
0 − f1

)
cos τ

+ (−2µΩA0 − f2) sin τ +
(8
√
2
6π

α2A
2
0 +
9
8
α3δ0A

2
0

)
cos(2τ) +

3
8
α3A

3
0 cos(3τ)

= C1,0 +
l(1)=3∑

k=1

(
c1,k(V0,A0, δ0) cos(kτ) + d1,k(V0,A0, δ0) sin(kτ)

)

(3.18)

with d1,2 = d1,3 = 0. Enforcing the constant term and the coefficients of sin τ and cos τ to be
equal to zero, and using the conditions in Eq. (2.6), we obtain steady state solutions of the mean
of motion δ0, the amplitude A0 and the phase ϕ, respectively, as

δ0 = −
16
√
2α2

27α3π
− K1

27α3
3
√
2π 3
√
K2 +

√
K22 + 4K

3
1

+
1

54α3
3
√
2π

3

√
K2 +

√
K22 + 4K

3
1 (3.19)
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with

K1 = −2048α22 + 162α3π(9A20α3π + 4π5) K2 = −131072
√
2α32 + 62208

√
2α2α3π6

and

(
(ω2 −Ω2)A0 +

16
√
2

3π
α2δ0A0 +

9
2
α3δ
2
0A0 +

9
8
α3A

3
0

)2
+ (−2µΩA0)2 = f2

ϕ = arctan
2µΩ

Ω2 − ω2 − 16
√
2

3π α2δ0 − 92α3δ20 − 98α3B

B =
ω2δ0 + 8

√
2
3π α2δ

2
0 +

3
2α3δ

3
0

9
4α3δ0 +

8
√
2
6π α2

(3.20)

Finally, solving the first-order deformation equation of Eq. (3.12), the general solution is

V1(τ) =
h

Ω2

l(1)=3∑

k=2

c1,k
1− k2 cos(kτ) + C1 sin τ + C2 cos τ

=
h

Ω2

((4
√
2
9π

α2 +
3
4
α3δ0

)
A20(cos τ − cos(2τ)) +

3
64
α3A

3
0(cos τ − cos(3τ))

) (3.21)

where the constants C1 and C2 are obtained from the initial conditions in Eq. (3.13).
Thus, with Eqs. (3.11), the first-order approximation of W (t) becomes

W (t) = δ +AV (τ) ≈ δ0 +A0(V0(τ) + V1(τ))

= δ0 +
h

Ω2

((Ω2

h
A0 +

4
√
2
9π

α2A
3
0 +
3
4
α3δ0A

3
0 +
3
64
α3A

4
0

)
cos(Ωt)

+
(4
√
2
9π

α2A
3
0 +
3
4
α3δ0A

3
0

)
cos(2Ωt) +

3
64
α3A

4
0 cos(3Ωt)

)
(3.22)

4. Convergence of HAM solution

Applying HAM to a nonlinear problem results in a family of solution series which depend
on the convergence-control parameter h. In order to ensure the convergence and rate of the
approximation for the HAM solution, valid convergence regions for the auxiliary parameter h
need to be obtained. By means of plotting h-curves this can be achieved and thus a convergent
solution series is guaranteed. Since a valid region comprises a range of possible values of h, the
optimal choice is obtained by minimizing the square residual of the governing equation for a
given order of the approximation. For this, we consider the Nth-order approximations of Eqs.
(3.11) given by

VN (τ) = V0(τ) +
N∑

m=1

Vm(τ) A = A0 +
N∑

m=1

Am δ = δ0 +
N∑

m=1

δm (4.1)

Inserting Eqs. (4.1)-(4.3) into Eq. (3.6) with q = 1, we can define the square residual error for
the N -th order approximation as

eN (h) =
1∫

0

(N [VN (τ), AN , δN ])2 dτ (4.2)
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The solution series is convergent when eN (h)→ 0 as N →∞. The optimal value of h for a given
order N of the approximation is obtained by the solution of the algebraic equation

deN
dh
= 0 (4.3)

It is to be noted that the calculation for each order is done separately and not iteratively.

Fig. 1. h-curves of the amplitude A for α2 = 5: (a) α3 = 0.5, (b) α3 = 1, (c) α3 = 1.5

Figure 1 shows the effect of the auxiliary parameter on the solution convergence for higher-
-order approximations. The valid region is characterized by the flat portion which is common
to all h-curves displayed. The corresponding optimal values of h for varying values of the cubic
nonlinearity coefficient α3 are presented in Table 1 using the software Mathematica.

5. Discussion of results

A simply supported Euler-Bernoulli beam resting on a nonlinear elastic foundation with quadra-
tic and cubic nonlinearities is considered. First, higher-order approximations from the general
solution in Eq. (3.17), obtained with the software Mathematica, are compared to numerical re-
sults. Secondly, considering the first-order approximation of HAM, the frequency response curves
of the amplitude obtained in Eq. (3.20)1 are presented for different values of the quadratic and
cubic nonlinearity coefficients. Moreover, the nonlinear time response curves and phase planes
are compared to the results from linear beam theory showing the effect of these nonlinearities
upon the distributed-parameter system.
In Fig. 2, the accuracy of nonlinear time responses obtained by a sixth-order HAM ap-

proximation for α2 = 5 is validated by comparison with the numerical results achieved by the
fourth-order Runge-Kutta method for varying values of α3 and the corresponding optimal values
of the auxiliary parameter h. There is accurate agreement between the analytical and numerical
results.
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Table 1. Optimal values of h and minimum values of eN for µ = 0.05, F (x) =
√
2 sin(πx),

α2 = 5

α3 N Optimal value of h Minimum value of eN
0.5 2 −0.3567 8.374 · 10−4

4 −0.3324 1.705 · 10−7
6 −0.3286 4.119 · 10−9
8 −0.3045 7.805 · 10−11

1 2 −0.2943 5.096 · 10−2
4 −0.2755 1.643 · 10−5
6 −0.2619 4.295 · 10−6
8 −0.2578 9.349 · 10−8

1.5 2 −0.2581 6.912 · 10−1
4 −0.2319 3.782 · 10−2
6 −0.2247 2.186 · 10−4
8 −0.2169 6.237 · 10−6

Fig. 2. Comparison of sixth-order HAM solutions (solid line) with numerical results by the fourth-order
Runge-Kutta method (symbols)

Fixing α2 = 5 and α3 = 0.5 and using the optimal values of h from Table 1, approximations
of order 2, 4, 6 and 8 are compared to numerical results (fourth-order Runge-Kutta) in Table 2.
The results show that low-order approximations by HAM agree well with numerical solutions,
although by increasing the order of HAM iterations, the accuracy increases.
For the rest of this Section, we consider the first-order approximation by HAM. In Fig. 3, we

investigate the influence of the nonlinearity coefficients on the frequency response curves, that
is, we show the variation of the response curves with α2 for different values of α3. In Fig. 3a,
as the excitation frequency Ω nears the fundamental frequency ω, the response of the system
exhibits hardening-spring nonlinear characteristics due to the cubic nonlinearity. Increasing the
value of α3, this hardening-type behavior is further increased. In the presence of both α2 and α3,
in Fig. 3b, the response is almost linear (for α3 = 0.5) suggesting that the magnitude of the
nonlinearities cancel each other out. Further increase of α3 results, as in the previous case, in
hardening-type behavior. Figure 3c predicts softening- as well as hardening-type responses for
increasing values of α3 demonstrating the softening effect of the quadratic nonlinearity. This
transition is also evident in Fig. 3d, whereby the softening-spring effect is more pronounced.
For higher values of the quadratic nonlinearity, the softening effect on the system becomes more
distinctive.
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Table 2. Comparison of higher-order HAM solutions with numerical results for µ = 0.05,
F (x) =

√
2 sin(πx), α2 = 5, α3 = 0.5

Time HAM solution Numerical
t 2-nd order 4-th order 6-th order 8-th order results

0 2.70874 2.71538 2.71796 2.71923 2.71925
0.1 1.34795 1.35269 1.35344 1.35416 1.35418
0.2 −1.50326 −1.51083 −1.51278 −1.51490 −1.51492
0.3 −3.21418 −3.21964 −3.22461 −3.22791 −3.22793
0.4 −2.15817 −2.16227 −2.16435 −2.16520 −2.16521
0.5 0.65104 0.66129 0.66483 0.66659 0.66662
0.6 2.61598 2.62004 2.62135 2.62337 2.62339
0.7 1.92956 1.93118 1.93207 1.93479 1.93480

Fig. 3. Amplitude-frequency curves for µ = 0.05, F (x) =
√
2 sin(πx), α3 = 0.5 (solid line),

α3 = 1 (dashed line), α3 = 1.5 (dotted line): (a) α2 = 5, (b) α2 = 7.4, (c) α2 = 10.5, (d) α2 = 12

Investigating the impact of the quadratic nonlinearity on the distributed-parameter system
we compare, in Fig. 4, the nonlinear time responses obtained by HAM with those from linear
beam theory maintaining a fixed value for α3 and varying values of the quadratic nonlinearity
coefficient α2. The optimal value of h is obtained by solving Eq. (4.5) for N = 1. It is evident that
for lower values of α2 there is more agreement between the linear and nonlinear time response,
whereas by increasing the value of α2, the difference becomes considerable.
In Fig. 5, the phase planes for both nonlinear and linear responses are presented for different

values of α2 while fixing α3 = 0.5. With an increase in α2, the phase planes significantly diverge
from their linear counterparts emphasizing the effect of the quadratic nonlinearity term on
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Fig. 4. Linear time response (dashed line) versus nonlinear time response (solid line) for µ = 0.05,
F (x) =

√
2 sin(πx), α3 = 0.5, h = −0.3719: (a) α2 = 5 (Ω/ω = 0.9806), (b) α2 = 7.4 (Ω/ω = 0.9910),

(c) α2 = 10.5 (Ω/ω = 1.0075), (d) α2 = 12 (Ω/ω = 1.0160)

Fig. 5. Phase plane of linear response (thin line) versus nonlinear response (thick line) for µ = 0.05,
F (x) =

√
2 sin(πx), α3 = 0.5, h = −0.3719: (a) α2 = 5 (Ω/ω = 0.9806), (b) α2 = 7.4 (Ω/ω = 0.9910),

(c) α2 = 10.5 (Ω/ω = 1.0075), (d) α2 = 12 (Ω/ω = 1.0160)
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the system when the excitation frequency is close to the natural frequency of the fundamental
mode.
It should be noted that the analysis presented in this study can be expanded to predict

beam responses for different boundary conditions. To this end, the mode shape φ(x) satisfying
the boundary conditions at both ends should be inserted into w(x, t) =W (t)φ(x) for the spatial
discretization by the Galerkin method. The solutions can then be derived analogously with the
methodology described in Section 3.

6. Conclusion

The present study provides analytical solutions to forced nonlinear vibrations of a simply sup-
ported Euler-Bernoulli beam resting on a nonlinear elastic foundation with quadratic and cubic
nonlinearities using the homotopy analysis method. The convergence of the solution has been
investigated by optimizing the value of the auxiliary convergence-control parameter h. Using the
optimal values of h, higher-order solutions by HAM have been compared to numerical results
demonstrating the effectiveness of the method for low-order approximations and varying values
of the cubic nonlinearity. The derived closed-form solution of the amplitude yields frequency
response curves for various values of the quadratic and cubic nonlinearity coefficients presenting
their softening-/hardening-type effect on the distributed-parameter system. Phase planes and
nonlinear time response curves illustrate the considerable difference with respect to the results
from linear beam theory for various values of the quadratic nonlinearity coefficient. The findings
reveal that HAM is a general solution method that can successfully address highly nonlinear
problems of forced vibrations.
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This paper deals with the influence of parameters of the lateral suspension on the ride
quality of railway vehicles during running on a track with lateral deviations, compared to
the designing geometry. The ride quality is evaluated at speed 200km/h, based on lateral
accelerations in three reference points of the vehicle carbody. The values corresponding to
these accelerations are derived from numerical simulations on a non-linear model of the
vehicle with 21 degrees of freedom. The results thus obtained validate a series of features in
vibrational behaviour of the railway vehicle and the possibility to improve the ride quality
by the best possible selection of the suspension parameters.

Keywords: railway vehicle, ride quality, lateral suspension, vibration behaviour, R.M.S.
acceleration

1. Introduction

During running, a railway vehicle is subjected to permanent vibrations that can be limited by the
suspension to a level that would not affect the dynamic performance of the vehicle. The ability
of the vehicle to comply with the transport requirements in terms of the level of vibrations to
which they can be subjected, and are dependent on the vehicle type, passengers, goods or the
locomotive staff, is assigned a high value by the ride quality (Garg and Dukkipati, 1984). This
criterion is considered when evaluating the dynamic behaviour of the railway vehicle for the
homologation and its admission into international traffic, besides safety and track fatigue (UIC
518 Leaflet, 2009).
From the perspective of ride quality, the evaluation of dynamic behaviour of railway vehicles

mainly involves finding solutions to certain issues of vibrations, which can be dealt with experi-
mentally and theoretically. As a matter of fact, it is about the determination of the acceleration
value at the vehicle carbody level, during either line testing (Dumitriu, 2014) or in a virtual
environment, based on a numerical model of the vehicle (Sharma, 2011). Numerical simulations
are useful tools to estimate the dynamic behaviour of the railway vehicle and to optimize its
dynamic performance even at the designing stage, followed by the investigation of the issues
emerging during exploitation. In comparison with the line testing that is costly and requires
considerable investment of time and effort and may be affected by out-of-control series of va-
riables, numerical simulations have a certain advantage as they allow the examination of the
dynamic behaviour of the vehicle even in the vicinity of extreme circumstances that cannot be
marked out during real testing conditions (Evans and Berg, 2009; Schupp, 2003).
The numerical evaluation of ride quality is possible via software applications developed on

the basis of certain vehicle/track system models. During the modelling stage, which needs to
be considered, the railway vehicle represents a complex oscillating system that vibrates both in
the vertical and lateral directions. Nevertheless, due to the fact that the vehicle construction
generally complies with the rules of geometrical symmetry, both inertial and elastic, vertical
motions can be regarded as uncoupled from the lateral ones, hence separately studied.
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As for the lateral vibrations, they are a consequence of the fact that rolling surfaces of the
wheels, rigidly fixed on the wheelset, have inversed conicities and are maintained by track lateral
irregularities (Iwnicki, 2006). The lateral vibrations are of particular importance, both for vehicle
stability and for ensuring ride quality and comfort of passengers. Indeed, the essential features
of such vibrations is the tendency to become unstable when the velocity goes beyond a certain
value – the critical speed, and unstable running of the vehicle can lead to extreme situations –
vehicle derailment and track damage. This is the reason why most studies have been focused
on the issue of vehicle stability dealt with from different perspectives – methods of stability
evaluation (Polach and Kaiser, 2012; Polach, 2006), stability optimization (Mazzola et al., 2010;
He and McPhee, 2002), influence of suspension parameters and wheel/rail contact conditions
upon the critical speed (Dabin et al., 2012; Huang et al., 2013; Lee and Cheng, 2005; Serajian,
2013; Park et al., 2011), analysis of the stability in curving (Cheng et al., 2009; Zboinski and
Dusza, 2010, 2011).
The paper talks about the issue of ride quality in comparison with lateral vibrations of the

vehicle, in terms of analysis of the influence of the primary and secondary suspension (stiffness
and lateral damping) upon lateral acceleration at the level of the vehicle carbody. This analysis
aims to bring a quality identification of the solutions by which the carbody lateral acceleration
can be minimised, thus giving the vehicle the best dynamic performance in terms of ride quality.
It is about a problem that, to the best knowledge of the author, has not been yet approached
from this viewpoint. A literature survey only mentions sensitivity analysis that evaluates the
effect of elastic properties in the suspension of the railway vehicles upon the dynamic behaviour
of the vehicle regarding safety, track fatigue, ride quality (Suarez et al., 2013). On the whole,
eight different elastic and damping properties were considered, excluding lateral damping of the
primary suspension.
To reach the goal of this paper, a non-linear complex model with 21 degrees of freedom of

the vehicle/track system is recommended. It allows examination of vehicle vibrations during
circulation on a track with lateral irregularities. The non-linear nature of the model comes from
wheel/rail creep forces, lateral reaction of the rail acting on the wheelset when its clearance on
the track is consumed and the load is transferred between the wheels of each wheelset.
To calculate the wheel/rail creep forces, the non-linear Polach model is applied (Polach, 1999)

that is herein extended by introducing the influence of the load transfer between the wheels of the
same wheelset upon creep coefficients. The results derived from numerical simulations validate
the possibility to improve ride quality by a good selection of lateral suspension parameters –
lateral damping of the secondary suspension or lateral stiffness of the primary suspension.

2. The model of the vehicle/track system

Figures 1 and 2 feature the mechanical model of the vehicle/track system herein used for nume-
rical evaluation of ride quality of a railway vehicle during running at velocity V on a track with
lateral irregularities. The vehicle is represented with a non-linear mechanical model of 21-degrees
of freedom, comprising of 7 rigid bodies representing the carbody, suspended masses of the bo-
gies (the bogies’ chassis) as well as four wheelsets connected via Kelvin-Voigt type elements by
which the elastic and damping elements of the two suspension levels are modelled.
The vehicle carbody is described by a rigid body with three degrees of freedom and the

following motions: lateral yc, roll ϕc and yaw αc. The bogie chassis is also modelled as a three-
degrees of freedom rigid body, namely lateral ybi, roll ϕbi and yaw αbi, with i = 1 or 2. It should
be noted that 2ac means the vehicle wheelbase and 2ab – the bogie wheelbase.
As for the wheelsets, they are considered to be able to perform the following independent

motions: lateral translation ywj,(j+1) and rotation around the vertical wheelset – yaw αwj,j+1,
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Fig. 1. The mechanical model of the vehicle/track system – front view

Fig. 2. The mechanical model of the vehicle/track system – side view

where j = 2i− 1, with i = 1 or 2, having in mind that the bogie i has the wheelsets j and j+1.
Similarly, the wheelset rotates around its own axis at the angular speed Ωwj,(j+1) = V/ro +
ωwj,j+1, where ωwj,j+1 is angular sliding speed of the wheelset compared to V/ro, and ro is radius
of the rolling circle when the wheelset occupies the median position on the track. Likewise, due
to shape of the rolling profiles, the wheelset performs two more motions, namely rolling and
bouncing, which are not independent, but affect the wheelset lateral motion on the track.
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The elastic elements of the secondary suspension can be deformed after vertical, lateral and
longitudinal directions and they have the rigidities of kzc, kyc and kxc. In order to restrict the
roll, each bogie has an anti-roll torsion bar system whose stiffness is kϕc. In the vertical direction,
the secondary suspension of the bogie has two dampers with the damping constant czc, while
in the horizontal direction there is only one damper with the constant cyc. The anti-hunting
dampers that are mounted on the lateral sides of the bogies have the damping constant cxc. It
is mentioned that the plane of the secondary suspension is at height hc referred to the carbody
mass centre and at height hb2 referred to the bogie mass centre, while the lateral base of the
secondary suspension is 2bc. The elements of the primary suspension whose lateral base is 2bc
also operate in the three directions and have rigidities kxb, kyb, kzb and damping constants cxb,
cyb and czb. The Kelvin-Voigt systems located in the axles plane at height hb1 referred to the
bogie mass centre are modelling their elastic driving.
As for the track lateral irregularities, they are described by a pseudo-stochastic function

ζ(x), written as

ζ(x) =
N∑

k=0

Zk cos(Ωk + ϕk) (2.1)

where Zk is the amplitude of the spectral component corresponding to the wave number Ωk, and
ϕk is the lag of the spectral component k′ for which a uniform random distribution is selected.
The amplitude of each spectral component is established on the basis of the power spectral
density of the track irregularities described in accordance with ORE B176 and specifications
included in the UIC 518 Leaflet regarding the track geometrical quality.
Against each wheelset, the track lateral irregularities are described by the function

ζj,(j+1)(xj,(j+1)) dependent on the distance along the track, such as

ζj,j+1(xj,j+1) =

{
0 for xj,j+1 ¬ 0
ζ(xj,j+1) for xj,j+1 > 0

(2.2)

where, depending on the wheelset position in the vehicle unit, xj,j+1 is as below:
— for i = 1

x1 = x x2 = x− ab (2.3)

— for i = 2

x3 = x− 2ac x4 = x− 2ab − 2ac (2.4)

where the abscissa x is calculated as a function of the time moment t, x = V t.
During circulation on a tangent track, the wheelsets usually follow the trajectory given by

the track alignment without consuming the clearance on the track. This occurs when the vehicle
exhibits stable behaviour. Under such circumstances, the wheel/rail contact takes place on the
rolling surface of the profiles and the contact geometry can be described by linear relations, as
for the S78 wheel profile (used in C.F.R. – the Romanian Railway Tracks) and for the UIC 60 rail
profile (Dumitriu, 2013). However, there are exceptional situations, such as the loss of stability
or the existence of an isolated defect of great amplitude, when it is possible to consume the
wheelset clearance on the track and shocks between the wheel flange and the inside rail flank.
The modelling of these latter situations is possible by the introduction of a lateral reaction
with a non-linear characteristic, which operates upon the outer wheel where the wheelset has
consumed the clearance on the track σ (Lee and Cheng, 2005). The equation for such a force is

Yσj,j+1 = H
(
|ywj,j+1 − ζj,j+1| −

σ

2

)
sgn (ywj,j+1 − ζj,j+1)kyr

(
|ywj,j+1 − ζj,j+1| −

σ

2

)
(2.5)

where kyr is the rail lateral stiffness and H(·) is Heaviside’s unit step function.
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3. The equations of motion of the vehicle

The equations of lateral, roll and yaw motions of the vehicle carbody are written as below

mcÿc + cyc[2(ẏc + hcϕ̇c)− (ẏb1 + ẏb2) + hb2(ϕ̇b1 + ϕ̇b2)
]

+ 2kyc[2(yc + hcϕc)− (yb1 + yb2) + hb2(ϕb1 + ϕb2)] = 0
Jxcϕ̈c + 2czcb2c [2ϕ̇c − (ϕ̇b1 + ϕ̇b2)] + cychc[2(ẏc + hcϕ̇c)− (ẏb1 + ẏb2) + hb2(ϕ̇b1 + ϕ̇b2)]
+ (kϕc + 2kzcb2c)[2ϕc − (ϕb1 + ϕb2)]
+ 2kychc[2(yc + hcϕc)− (yb1 + yb2) + hb2(ϕb1 + ϕb2)

]
−mcghcϕc = 0

Jzcα̈c + 2cxcb2c [2α̇c − (α̇b1 + α̇b2)] + cycac[2acα̇c − (ẏb1 − ẏb2) + hb2(ϕ̇b1 − ϕ̇b2)
]

+ 2kxcb2c [2αc − (αb1 + αb2)] + 2kycac[2acαc − (yb1 − yb2) + hb2(ϕb1 − ϕb2)] = 0

(3.1)

where mc represents mass of the carbody, Jxc is the inertia moment of the carbody around the
longitudinal axis, and Jzc – the inertia moment of the carbody around the vertical axis.
For i = 1, 2 and j = 2i − 1, the equations of motion for the lateral displacement, roll and

yaw of the bogies are as follows

mbÿbi + cyc(ẏbi − hb2ϕ̇bi − ẏc − hcϕ̇c ∓ acα̇c) + 2cyb[2(ẏbi + hb1ϕ̇bi)− (ẏwj + ẏw(j+1))]
+ 2kyc(ybi − hb2ϕbi − yc − hcϕc ∓ acαc) + 2kyb[2(ybi + hb1ϕbi)− (ywj + yw(j+1))] = 0

Jxbϕ̈bi + 2czcb
2
c(ϕ̇bi − ϕ̇c) + cychb2(hb2ϕ̇bi − ẏbi + ẏc + hcϕ̇c ± acα̇c)

+ 2cybhb1[2(hb1ϕ̇bi + ẏbi)− (ẏwj + ẏw(j+1))] + 4czbb2bϕ̇bi + (kϕc + 2kzcb2c)(ϕbi − ϕc)
+ 2kychb2(hb2ϕbi − ybi + yc + hcϕc ± acαc)
+ 2kybhb1[2(hb1ϕbi + ybi)− (ywj + yw(j+1))]
+
[
4kzbb2b − g

(
h12

mc

2
+ hb1mb

)]
ϕbi = 0 with h12 = hb1 + hb2

Jzbα̈bi + 2cxcb2c(α̇bi − α̇c) + 2cxbb2b [2α̇bi − (α̇wj + α̇w(j+1))]
+ 2cybab[2abα̇bi − (ẏwj − ẏw(j+1))] + 2kxcb2c(αbi − αc)
+ 2kxbb2b [2αbi − (αwj + αw(j+1))] + 2kybab[2abαbi − (ywj − yw(j+1))] = 0

(3.2)

where mb represents suspended mass of the bogie, Jxb is the inertia moment of the bogie chassis
around the longitudinal axis and Jzb – inertia moment of the bogie chassis around the vertical
axis.
For the wheelsets j and j + 1, the equations of lateral displacement and yaw motions and

the equation for rotary motion around the wheelset axis with i = 1, 2 and j = 2i− 1, are

mwÿwj,j+1 + 2cyb(ẏwj,j+1 − ẏbi − hb1ϕ̇bi ∓ abα̇bi) + 2kyb(ywj,j+1 − ybi − hb1ϕbi ∓ abαbi)
= Yj,(j+1)1 + Yj,(j+1)2 − Yσj,j+1

Jzwα̈wj,j+1 + 2cxbb2b(α̇wj,j+1 − α̇bi) + 2kxbb2b(αwj,j+1 − αbi)

+ Jyw
V

ro
ϕ̇wj,j+1 = −eo(Xj,(j+1)1 −Xj,(j+1)2)

Jywω̇wj,j+1 = −ro(Xj,(j+1)1 +Xj,(j+1)2)

(3.3)

where mw is mass of the wheelset; eo, ro – coordinates of the wheel-rail contact points when the
wheelset is in the median position on the track; Jxw, Jyw and Jzw – wheelset inertia moments.
The term Jyw(V/ro)ϕ̇wj,j+1 corresponds to the gyroscopic moment due to the combined effect of
wheelset rotary motion around its own axis with roll motion. Xj,(j+1)1,2 are longitudinal forces
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and Yj,(j+1)1,2 represent guidance forces acting upon the wheelsets j and j + 1, respectively, in
the wheel/rail contact points 1 or 2.
The above equations are added to the equations for bouncing and roll of the wheelsets, the

motions that are dependent on the lateral displacement of the wheelset on the track. These
equations are used to calculate the normal contact wheel/rail forces. When considering that the
bounce coming from the lateral displacement of the wheelset on the track is very low (Wickens,
2005), the inertia effect of the wheelset mass in the vertical direction can be thus neglected.
Hence, the balance equation for the vertical forces can be written as

Qj,(j+1)1 +Qj,(j+1)2 = 2Qo (3.4)

where Qj,(j+1)1,2 are vertical loads in the wheel/rail contact points and Qo is the static load
acting on the wheel.
The equation for the wheelset roll motion is

Jxwϕ̈wj,j+1 − Jyw
V

ro
α̇wj,j+1 − 2b2bczbϕ̇bi − 2b2bkzbϕbi

= ro(Yj,(j+1)1 + Yj,(j+1)2) + eo(Qj,(j+1)1 −Qj,(j+1)2) + roYσj,j+1
(3.5)

where the term Jyw(V/ro)α̇wj,j+1 corresponds to the gyroscopic moment due to the combined
effect of rotary motion of the wheelset around its own axis with the yaw motion.

Fig. 3. he wheel/rail contact forces acting in the cross wheel-rail section

The wheel/rail contact forces, namely the longitudinal forces, guidance forces and the ver-
tical loads are expressed as a function of the longitudinal components Txj,(j+1)1,2 and lateral
Tyj,(j+1)1,2 of the creep forces and the normal reactions Nj,(j+1)1,2 in the wheel/rail contact
points. As an example, the equations for the wheelsets j (see Fig. 3) can be therefore written

Xj1,2 = Txj1,2
Yj1,2 = Tyj1,2 cos γrj1,2 ∓Nj1,2 sin γrj1,2
Qj1,2 = ±Tyj1,2 sin γrj1,2 +Nj1,2 cos γrj1,2

(3.6)

where γrj1,2 stand for the wheel/rail contact angles against the track reference system. Since the
contact angles are small on the rolling surface areas, the equation below can be used

γrj1,2 = γo ± (ywj1,2 − ζj)
1

ρw − ρr
eo + ρwγo
eo − roγo

(3.7)

where γo is the wheel/rail contact angle for the median position of the wheelset on the track
and ρw and ρr represent the curvature radii of the wheel-rail rolling profiles, respectively.
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According to Polach’s friction nonlinear model (Polach, 1999), the components of creep forces
have the following forms

Txj1,2 = −
2µNj1,2

π

( κj1,2
1 + κ2j1,2

+ arctan κj1,2
)νxj1,2
νcj1,2

Tyj1,2 = −µNj1,2

{ 2
π

( κj1,2
1 + κ2j1,2

+ arctan κj1,2
)νyj1,2
νcj1,2

+
9
16
aj1,2KMj1,2

[
1 + 6.3

(
1− e(−a/b)j1,2

)]νsj1,2
νcj1,2

}

(3.8)

where µ is the friction coefficient, νxj1,2 and νyj1,2 represent the longitudinal and the lateral
components of the creepage in the wheel/rail contact points, νcj1,2 – creepage corrected by the
spin, and aj1,2 and bj1,2 stand for the semiaxes of the contact ellipse.
To calculate the creepage in the wheel/rail contact points, the following equations are used

νxj1,2 = ∓
ywj − ζj

ro
γe −

ωwjro
V
∓ eoα̇wj

V

νyj1,2 =
1
V
(φẏwj − λζ̇j)− αwj λ =

roγo
eo − roγo

φ = 1 + λ

νcj1,2 =
√
ν2xj1,2 + ν

2
ycj1,2

(3.9)

where

γe =
ρrγo

ρw − ρr
eo + ρrγo
eo − roγo

(3.10)

is the equivalent conicity and νycj1,2 represents the lateral component of the creepage corrected
by the spin.
In order to calculate νycj1,2, the relations below are applied

νycj1,2 =

{
νyj1,2 + aj1,2νsj1,2 for |νyj1,2 + aj1,2νsj1,2| > |νyj1,2|
νyj1,2 for |νyj1,2 + aj1,2νsj1,2| ¬ |νyj1,2|

(3.11)

where νsj1,2 is the spin defined as below

νsj1,2 =
α̇wj
V
∓
( 1
ro
+
ωwj
V

)
γwj1,2 (3.12)

where γwj1,2 represent the wheel/rail contact angles compared to the wheelset reference system

γwj1,2 = γo ± (ywj1,2 − ζj)
1

ρw − ρr
eo + ρrγo
eo − roγo

(3.13)

To determine the semiaxes of the wheel/rail contact ellipse, the Hertz equations will be used
as a function of the normal force and the curves of the rolling profiles.
As for the coefficient κj1,2 in equations (3.8), it can be calculated from

κj1,2 =
1
4
Gπaj1,2bj1,2Cii

µNj1,2
νcj1,2 (3.14)

where G is the transverse elasticity modulus and Cii is a constant defined by Polach depending
on the Kalker coefficients C11 and C22 (Kalker, 1967)

Cii =

√(
C11

νxj1,2
νj1,2

)2
+
(
C22

νyj1,2
νj1,2

)2
νj1,2 =

√
ν2xj1,2 + ν

2
yj1,2 (3.15)
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The coefficient KMj1,2 in relation (3.8)2 is

KMj1,2 = |κsj1,2|
(δ3j1,2
3
−
δ2j1,2
2
+
1
6

)
− 1
3

√
(1− δ2j1,2)3 (3.16)

where

δj1,2 =
κ2sj1,2 − 1
κ2sj1,2 + 1

κsj1,2 =
8
3
Gbj1,2

√
aj1,2bj1,2

µNj1,2

C23νycj1,2

1 + 2π
[
1− e−(a/b)j1,2

] (3.17)

while mentioning that C23 is the coefficient calculated by Kalker (1967) for the spin.
The next step is calculation of the normal reactions Nj,1,2 in the wheel/rail contact points

of the wheelsets j. After some calculations, equations (3.4) and (3.5) become

qj1Nj1 + qj2Nj2 = 2Qo
(ropj1 − eoqj1)Nj1 + (ropj2 + eoqj2)Nj2 = −cj

(3.18)

in which

cj = Jxoϕ̈oj − Jyo
V

ro
α̇oj − 2b2bczbϕ̇bi − 2b2bkzbϕbi − roYσj

qj1,2 = 1∓
(
Kj1,2

νyj1,2
νcj1,2

+Ksj1,2
νsj1,2
νcj1,2

)
γrj1,2

pj1,2 = Kj1,2
νyj1,2
νcj1,2

+Ksj1,2
νsj1,2
νcj1,2

± γrj1,2

(3.19)

where

Kj1,2 =
2µ
π

( κj1,2
1 + κ2j1,2

+ arctan κj1,2
)

Ksj1,2 =
9µ
16
aj1,2KMj1,2

[
1 + 6.3

(
1− e−(a/b)j1,2

)] (3.20)

It is worth mentioning that the set of equations (3.18) is non-linear because the coefficients
qj1,2 and pj1,2 depend on the normal forces Nj1,2. The solution to the set can be derived by
simple iterations via the equations

Nj1 =
2(ropj2 + eoqj2)Qo + qj2cj

ro(qj1pj2 − qj2pj1) + 2eoqj1qj2
Nj2 =

−qj1cj − 2(ropj1 − eoqj1)Qo
ro(qj1pj2 − qj2pj1) + 2eoqj1qj2

(3.21)

Equations of motion (3.1)-(3.3) can be solved by the Runge-Kutta method and relations
(3.21) are used iteratively for each integration step in the calculation of the wheel/rail contact
normal forces.

4. Numerical analysis

This Section features the results of numerical simulations regarding the influence of parameters
of the lateral suspension on ride quality in the railway vehicle at velocity of 200 km/h on a
track with lateral irregularities. The evaluation of ride quality is based on the lateral R.M.S.
acceleration, calculated in three reference points on the carbody longitudinal axis and at the
floor level – at the carbody centre and above the two bogies.
The parameters of the vehicle numerical model are shown in Table 1. To calculate geometrical

parameters of the wheel/rail contact, the S78 profile wheel and the UIC 60 rail with the standard
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Table 1. Parameters of the numerical model

mc = 34000 kg 2cxc = 50 kNs/m

mb = 3200 kg cyc = 15.205 kNs/m

mw = 1650 kg 2czc = 34.44 kNs/m

Jxc = 57460 kgm2 2kxc = 340 kN/m

Jzc = 2456500 kgm2 2kyc = 340 kN/m

Jxb = 3200 kgm2 2kzc = 1.2MN/m

Jzb = 5000 kgm2 kϕc = 10 kNm

Jxw = Jzw = 928.125 kgm2 4cxb = 100 kNs/m

Jyw = 349.14 kgm2 4cyb = 35.77 kNs/m

2ac = 19m 4czb = 52.21 kNs/m

2ab = 2.56m 4kxb = 140MN/m

hc = 1.3m 4kyb = 10MN/m

hb1 = 0.25m; hb2 = 0.2m 4kzb = 4.4MN/m

2bb = 2bc = 2m kyr = 100MN/m

σ = 12mm µ = 0.36

Fig. 4. The lateral R.M.S. acceleration of the carbody: (a) at the carbody centre, (b) above the front
bogie, (c) above the rear bogie

C.F.R. of 1/20 are considered. When the wheelset occupies the median position on the track
with the normal gauge, the coordinates of the wheel/rail contact points are ro = 0.4598m,
eo = 0.754m and γo = 0.0495, and the profiles radii are: ρw = 500mm and ρr = 300mm
(Dumitriu, 2013). The equivalent conicity is γe = 0.1237.
For the reference parameters of the numerical model presented in Table 1, Fig. 4 shows the

lateral R.M.S. acceleration calculated in the three reference points of the carbody, ranging from
20 to 200 km/h. The velocity increases along with the lateral acceleration, which is not uniform
due to the geometrical filtering effect coming from the vehicle wheelbases. Further on, it should
be noted that, irrespective of the velocity, the acceleration is lower at the carbody centre and
rises against the bogies. Also, it exhibits different behaviour of the vehicle in the reference points
located above the two bogies. Should the carbody critical point in terms of vibrations is that
reference point, where the acceleration is higher, this point can be identified against either the
front bogie or the rear bogie, depending on the velocity. Thus, the carbody critical point is
found above the front bogie up to velocity of 60 km/h. When the speed increases, the critical
point migrates over the rear bogie – in this reference point, the carbody acceleration has the
maximum value for velocities going from 80 to 160 km/h. When the vehicle travels at a speed
of 180 or 200 km/h, the reference point above the front bogie is the carbody critical point.
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Figure 5 shows the carbody lateral R.M.S. acceleration of the vehicle at the velocity of
200 km/h for values of the secondary suspension lateral stiffness ranging from 104N/m to 5 ·
105 N/m. The higher kyc, the worse ride quality is, a fact also visible in the continuous increase
of the acceleration. For instance, for the reference value of the lateral stiffness, the R.M.S.
acceleration is 0.084m/s2 – at the carbody centre; 0.126m/s2 – above the front bogie; 0.113m/s2

– above the rear bogie. If kyc goes up to 5 · 105 N/m, the following values of acceleration will be
obtained: 0.237m/s2 – at the carbody centre; 0.329m/s2 – above the front bogie; 0.363m/s2 –
above the rear bogie. It is an increase of about circa three times of the lateral acceleration at
the vehicle carbody level.
The diagrams in Fig. 5 also reveal an interesting fact, namely that for a rise in the lateral

stiffness of the secondary suspension, the carbody critical point migrates from one reference
point to another. Thus, for kyc ranging from 104N/m to 1.7 · 105N/m, the critical point is
located above the front bogie, while for kyc as 5 · 105N/m, this point is the carbody reference
point against the rear bogie.

Fig. 5. The influence of the lateral stiffness of the secondary suspension upon ride quality: (a) at the
carbody centre, (b) above the front bogie, (c) above the rear bogie

Fig. 6. The influence of the lateral damping of the secondary suspension upon ride quality: (a) at the
carbody centre, (b) above the front bogie, (c) above the rear bogie

Upon examining the diagrams in Fig. 6, the observation is that there is a value of the lateral
damping of the secondary suspension for which the lateral acceleration in any of the carbody
reference points has the minimum value. At the carbody centre, where the level of vibrations
is lower, the minimum acceleration is calculated for cyc = 5 · 103 Ns/m. On the other hand,
the same thing happens above the bogies for higher values of the lateral damping, which is
here the reference value itself (cyc = 1.52 · 104 Ns/m). The conclusion is that an increase in
the lateral damping of the secondary suspension up to a certain value generally improves ride
quality. Over this limit, the damping has a contrary effect, evident in a significant rise of the
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R.M.S. acceleration. For instance, this acceleration is 0.074m/s2 for cyc = 5 · 103 Ns/m at the
carbody centre. When raising the lateral damping up to 105 Ns/m, the acceleration becomes
0.31m/s2. The same thing occurs in the reference points above the bogies. Thus, above the
front bogie, the R.M.S. acceleration is 0.126m/s2 for cyc = 1.52 · 104Ns/m; when cyc reaches
105Ns/m, the acceleration goes up to 0.345m/s2. Another observation is related to the fact that
the lateral damping of the secondary suspension influences the position of the critical point of
the carbody. In this case, it is about its migration from the front bogie to the rear bogie, when
cyc is 105Ns/m.
The diagrams in Fig. 7 help with further examination of the influence of the lateral stiffness

of the primary suspension upon ride quality, thus considering values of kyb between 106 N/m
and 5 · 107 N/m. For kyb = 5 · 106N/m, the lateral R.M.S. acceleration calculated in the carbody
reference points has the minimum value: 0.080m/s2 – at the carbody centre; 0.121m/s2 – against
the front bogie; 0.106m/s2 – against the rear bogie. On the other hand, for the above cases, a
change in the lateral stiffness of the primary suspension does not lead to the movement of the
carbody critical point, which remains above the front bogie.

Fig. 7. The influence of the lateral stiffness of the primary suspension upon ride quality: (a) at the
carbody centre, (b) above the front bogie, (c) above the rear bogie

Fig. 8. The influence of the lateral damping of the primary suspension upon ride quality: (a) at the
carbody centre, (b) above the front bogie, (c) above the rear bogie

The influence of lateral damping of the primary suspension upon ride quality is evident in
the diagrams in Fig. 8. They include the results regarding the lateral R.M.S. acceleration for
values of cyb within the interval of 103, 104, 105 Ns/m. It can observed that lateral damping of the
primary suspension does not have a significant influence upon the R.M.S. acceleration. However,
for better ride quality, it is desirable to have the lowest possible lateral damping of the primary
suspension. To validate this hypothesis, let us look at the results corresponding to the limit
values of the interval defined for cyb. Thus, for cyb = 103Ns/m, the R.M.S. acceleration in the
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carbody reference points is 0.081m/s2 – at the carbody centre; 0.124m/s2 – above the front
bogie; 0.111m/s2 – above the rear bogie. For cyb = 105Ns/m, the results are as such: 0.113m/s2

– at the carbody centre; 0.144m/s2 – above the front bogie; 0.138m/s2 – above the rear bogie.
As for the position of the carbody critical point, it can be proven that this corresponds to the
reference point above the first bogie, irrespective of the value of cyb being considered.

5. Conclusions

The paper hereby examines the influence of suspension parameters upon ride quality compared
to lateral vibrations of a railway vehicle during running on a track with lateral irregularities.
The ride quality is evaluated by numerical simulations, based on the lateral accelerations in
three reference points of the carbody – at its centre and above the bogies.
The results thus obtained validate, on one hand, some features of lateral vibrations of the

railway vehicle and, on the other hand, the possibility to improve ride quality by the best possible
selection of the lateral suspension parameters.
It has been shown that, irrespective of the velocity, the lateral acceleration is lower at the

carbody centre and higher above the bogies. Similarly, the asymmetry of the carbody vibrations
has been noticed in the reference points against the two bogies. The concept of the carbody
critical point in terms of the vibration level has been introduced as being that reference point
where the acceleration has the highest value. Its position depends on velocity and parameters
of the secondary suspension.
The analysis of the influence of the suspension parameters on the carbody lateral acceleration

has confirmed that the most appropriate values of the lateral damping in the secondary suspen-
sion or of the lateral stiffness in the primary suspension can be identified. For these values, the
carbody acceleration can be lowered to minimum, hence enabling the vehicle to have the best
dynamic performance in terms of ride quality. Likewise, the lateral stiffness of the secondary
suspension can significantly affect ride quality under certain conditions.
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Dynamic responses of the closure relations, specific turbulent Helmholtz free energy and
turbulent viscosity are postulated followed by experimental calibrations. The established
closure model is applied to analyses of a gravity-driven stationary avalanche with incom-
pressible grains down an incline. While the mean velocity and volume fraction increase from
their minimum values on the plane toward maximum values on the free surface exponen-
tially, two-fold turbulent kinetic energies and dissipations evolve in a reverse manner. Most
two-fold turbulent kinetic energies and dissipations are confined within the thin turbulent
boundary layer immediately above the plane, with nearly vanishing two-fold turbulent kine-
tic energies and finite two-fold turbulent dissipations in the passive layer. The two layers are
similar to those of Newtonian fluids in turbulent boundary layer flows, and are preferable
recognized by the distributions of turbulent kinetic energies and dissipations.

Keywords: closure model, gravity-driven flow, passive layer, turbulent boundary layer

1. Introduction

This paper continues Fang (2016b), hereafter referred to as Part I. The balance equations of the
mean fields for isothermal flows with incompressible grains are summarized in the following

0 = ˙̄ν + ν̄∇ · v̄ 0 = γ̄ν̄ ˙̄v− div (̄t+R)− γ̄ν̄b̄
0 = γ̄ν̄ℓ¨̄ν −∇ · (h̄+H)− γ̄ν̄f̄ 0 = ˚̄Z− Φ̄ (̊Z̄ ≡ ˙̄Z− [Ω̄, Z̄])
0 = γ̄ν̄k̇ −R · D̄−∇ ·K+ γ̄ν̄ε 0 = γ̄ν̄ṡ− ℓH · ∇ ˙̄ν −∇ · L+ γ̄ν̄H

(1.1)

for which

P = {p̄, ν̄, v̄, Z̄, ϑM , ϑT , ϑG} C = {t̄,R, h̄,H, f̄ , Φ̄, k, s,K,L, ε,H} (1.2)

are introduced respectively as the primitive mean fields and closure relations based on the
turbulent state space given by

Q = {ν0, ν̄, ˙̄ν,g1, γ̄ = c1,g2, ϑM = c2,g3, ϑT ,g4, ϑG,g5, D̄, Z̄} C = Ĉ(Q) (1.3)

with c1 and c2 are constants, and g2 = g3 = 0. Quantities in (1.1)-(1.3) have been defined
in Part I. Müller-Liu entropy principle has been investigated to derive the equilibrium closure
relations, with the results summarized in Table 1, in which the subscript E denotes that the
indexed quantity is evaluated at an equilibrium state, defined viz.,

Q
∣∣
E
≡ (ν0, ν̄, 0,g1, c1,0, c2,0, ϑT ,0, ϑG,0,0, Z̄) QD ≡ ( ˙̄ν,g3,g4,g5, D̄) (1.4)

with QD the dynamic sub-state space, upon which the dynamic closure relations should depend.
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Table 1. Thermodynamically consistent equilibrium closure relations (Fang, 2016b)

ψT = ψ̂T (ν0, ν̄,∇ν̄, γ̄ = c1, ϑM = c2, ϑT , ϑG, Z̄) β̄ = γ̄ν̄ψTν̄

γ̄ν̄k = γ̄ν̄ϑMψT,ϑT γ̄ν̄s = γ̄ν̄ϑMψT,ϑG

γ̄ν̄ε
∣∣
E
= 0 γ̄ν̄H

∣∣
E
= 0 Φ̄

∣∣
E
= 0

K
∣∣
E
= (ϑM − ϑT )γ̄ν̄ε,g4

∣∣
E
+ (ϑM − ϑG)γ̄ν̄H,g4

∣∣
E
− γ̄ν̄ϑMψT

,Z̄
· Φ̄,g4

∣∣
E

L
∣∣
E
= (ϑM − ϑT )γ̄ν̄ε,g5

∣∣
E
+ (ϑM − ϑG)γ̄ν̄H,g5

∣∣
E
− γ̄ν̄ϑMψT

,Z̄
· Φ̄,g5

∣∣
E

ℓ(ϑM h̄+ ϑGH) = γ̄ν̄ϑMψT,g1 H = ℓRg1

f̄
∣∣
E
= (ℓ)−1

{
(p̄− β̄)/(γ̄ ν̄) + (1− ϑT /ϑM )ε, ˙̄ν

∣∣
E
+ (1− ϑG/ϑM )H, ˙̄ν

∣∣
E
− ψT

,Z̄
· Φ̄, ˙̄ν

∣∣
E

}

t̄
∣∣
E
= −ν̄p̄I− γ̄ν̄ψT,g1 ⊗ g1 + γ̄ν̄ψT,Z̄ · Φ̄,D̄

∣∣
E

R
∣∣
E
= −(ϑM/ϑT − 1)γ̄ν̄ε,D

∣∣
E
− (ϑM/ϑT − ϑG/ϑT )γ̄ν̄H,D

∣∣
E

In Section 2, the dynamic responses of the closure relations are postulated by a quasi-static
theory, followed by the specific postulates of the turbulent Helmholtz free energy, viscosities
and the hypoplastic model for rate-independent characteristics. The established closure model
is applied to analyses of a gravity-driven stationary avalanche down an incline in Section 3.
Numerical simulations are compared with laminar flow solutions. The study is concluded in
Section 4.

2. Zero-order closure model

2.1. Dynamic response

It is assumed that the closure relations consist of the equilibrium and dynamic parts viz.

C = C
∣∣
E
+ CD C ∈ {t̄,R, Φ̄,K,L, f̄ , γ̄ν̄ε, γ̄ν̄H} (2.1)

Specifically, t̄D, RD, f̄D, γ̄ν̄εD, γ̄ν̄HD, KD and LD are assumed to be the quasi-static expres-
sions of QD given by

0 = t̄D − ǫM ˙̄νI− λM ( tr D̄)I − 2µM D̄ 0 = RD − ǫT ˙̄νI− λT ( tr D̄)I− 2µT D̄
0 = fD + ζ ˙̄ν + δ( tr D̄) 0 = γ̄ν̄εD − f1 ˙̄ν − f2( tr D̄)− f3(g4 · g4)
0 = γ̄ν̄HD − f4 ˙̄ν − f5( tr D̄)− f6(g5 · g5) 0 = KD + f7g4 0 = LD + f8g5

(2.2)

with ǫM , ǫT , ζ, f1, f3, f4, f6−8 being scalar functions of (ν0, ν̄, γ̄, ϑM , ϑT , ϑG); and λM , λT , δ,
µM , µT , f2, f5 scalar functions depending additionally on the three invariants (I1D̄, I

2
D̄
, I3
D̄
) of D̄

given by I1
D̄
≡ tr D̄, I2

D̄
≡ 0.5( tr 2D̄− tr D̄2) and I3

D̄
≡ det D̄.

In equation (2.2), Truesdell’s equi-presence principle is used, by which (ϑM t̄D+ ϑTRD) and
f̄D depend explicitly and linearly on ˙̄ν and D̄; γ̄ν̄εD and γ̄ν̄HD depend explicitly and linearly on
˙̄ν, D̄, g4 and g5;KD and LD depend explicitly and linearly on g4 and g5, respectively, motivated
by the Fourier law. Thus, a dry granular avalanche is considered a Stokes or Reiner-Rivlin fluid.
Scalar functions µM and µT are respectively the material viscosity and phenomenological (tur-
bulent) viscosity induced by turbulent fluctuation. Equation (2.2) has been applied for creeping,
dense and rapid laminar flows, and for weak turbulent dense flows as the first approximation
(Fang, 2008, 2009, 2016a; Fang and Wu, 2014; Kirchner and Teufel, 2002; Wang and Hutter,
1999).
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2.2. Turbulent Helmholtz free energy, material and turbulent viscosities

It is assumed that ψT consists of an elastic part, ψTe , and a rate-independent part, ψ
T
f , viz.

ψT = ψTe (ν0, ν̄,g1, γ̄, ϑ
M , ϑT , ϑG) + ψTf (I

1
Z̄
, I2
Z̄
, I3
Z̄
) (2.3)

with the irreversible effect confined within ψTf (Fang, 2009; Kirchner and Teufel, 2002; Wang
and Hutter, 1999). Following the previous works, ψTe is assumed to be expanded in a Taylor
series about ν̄ = ν̄m and |g1| = 0, with ν̄m the critical mean volume fraction at which shearing
is decoupled from dilatation, see Fang (2009), Savage (1993), Wang and Hutter (2001)

ψTe =
{
α0(ν̄ − ν̄m)2 + β0

( ν̄m
ν̄∞ − ν̄

)2
g1 · g1

}
Fc

Fc =
n=2∑

n=0

1
n!

{( ϑT

ϑM

)n
+
( ϑG

ϑM

)n}
− 1

(2.4)

with ν̄∞ the value of ν̄ corresponding to the denst possible packing of the grains, and {α0, β0}
depending on {ν̄m, γ̄, ϑM}. Equation (2.4) is an extension of its laminar flow counterpart with Fc
accounting for the influence of turbulent fluctuation, motivated by the nonlinear characteristics
of rapid flows (Pudasaini and Hutter, 2007; Rao and Nott, 2008; Wang and Hutter, 2001). It
asserts that smaller two-fold granular coldnesses result in smaller free energy.
The specific forms of the material viscosity µM and turbulent viscosity µT are given by

µM = µ0γ̄2
( ν̄m
ν̄∞ − ν̄

)8
Ξ µT = µ0γ̄2(Fc − 1)

( ν̄m
ν̄∞ − ν̄

)8
Ξ (2.5)

with Ξ = Ξ̂(I1
D̄
, I2
D̄
, I3
D̄
), and µ0 = µ̂0(ν0, ϑM ), a positive constant. They are postulated followed

by the previous works (Fang, 2009; Kirchner and Teufel, 2002), with the power 8 a curve-fitting
(Savage, 1993), and the dependency of µT on ϑT and ϑG motivated by Newtonian fluids in
turbulent flow. Both µM and µT assert that total stress is larger in turbulent flows than in
laminar flows. For laminar flows, both ϑT and ϑG vanish, yielding the vanishing µT .

2.3. Hypoplasticity

A hypoplastic model of Φ̄ is given by (Fellin, 2013; Fuentes et al., 2012; Niemunis et al.,
2009)

Φ̄ = ˆ̄Φ(ν̄, D̄, Z̄) = fs(ν̄, I1Z̄)
{
a2D̄+ ˇ̄Z tr (ˇ̄ZD̄) + fd(ν̄)a(ˇ̄Z+ ˇ̄Z

∗
)‖D̄‖

}
(2.6)

for rate-independent characteristics, with ˇ̄Z = Z̄/ tr (Z̄), the versor of Z̄; ˇ̄Z
∗
= ˇ̄Z − I/3, the

deviator of ˇ̄Z; ‖D̄‖ =
√
tr D̄2; and a a positive constant. The scalar functions fs and fd are

respectively the stiffness and density factors. The constant a is related to the stress state Z̄c
and frictional angle ϕc in the critical state, and can be determined empirically (Bauer and
Herle, 2000; Buscamera, 2014; Marcher et al., 2000). Equation (2.6) is used to account for the
rate-independent features of dry granular systems, with the benefits that (1) distinction between
loading and unloading is automatically accomplished, and (2) elastic/inelastic deformations need
not a priori be distinguished; information about yield surface and plastic potential is no longer
necessary.
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2.4. Closure relations

With these, the closure relations of an isochoric flow are given by

0 = γ̄ν̄k − γ̄ν̄
[
α0(ν̄ − ν̄m)2 + β0

( ν̄m
ν̄∞ − ν̄

)2
(g1 · g1)

](
1 +

ϑT

ϑM

)

0 = γ̄ν̄ε− f1 ˙̄ν − f2( tr D̄)− f3(g4 · g4)
0 = γ̄ν̄H − f4 ˙̄ν − f5( tr D̄)− f6(g5 · g5)

0 = γ̄ν̄s− γ̄ν̄
[
α0(ν̄ − ν̄m)2 + β0

( ν̄m
ν̄∞ − ν̄

)2
(g1 · g1)

](
1 +

ϑG

ϑM

)

0 = ℓ(ϑM h̄+ ϑGH)− 2β0γ̄ν̄ϑMFc
( ν̄m
ν̄∞ − ν̄

)2
g1

0 = K+ f7g4 0 = L+ f8g5

0 = f̄ − p̄

γ̄ν̄ℓ
+
2
ℓ

[
α0(ν̄ − ν̄m) +

β0ν̄
2
m

(ν̄∞ − ν̄)3
(g1 · g1)

]
Fc −

(
1− ϑT

ϑM

) f1
γ̄ν̄ℓ

−
(
1− ϑG

ϑM

) f4
γ̄ν̄ℓ
+ ζ ˙̄ν + δ( tr D̄)

0 = t̄− (−ν̄p+ ǫM ˙̄ν + λM tr D̄)I− fs(ζ1I+ ζ2Z̄+ ζ3Z̄2)

+ 2β0γ̄ν̄Fc
( ν̄m
ν̄∞ − ν̄

)2
g1 ⊗ g1 − 2µ0γ̄2

( ν̄m
ν̄∞ − ν̄

)8√
|I2D|D̄

0 = R−
[
−
(ϑM

ϑT
− 1

)
f2 −

(ϑM

ϑT
− ϑG

ϑT

)
f5 + ǫT ˙̄ν + λT tr D̄

]
I

− 2µ0γ̄2(Fc − 1)
( ν̄m
ν̄∞ − ν̄

)8√
|I2
D̄
|D̄

(2.7)

where the Cayley-Hamilton theorem and the notations

c1 = ψTf,I1
Z̄

c2 = ψTf,I2
Z̄

c3 = ψTf,I3
Z̄

(I1
Z̄
),Z̄ = I (I2

Z̄
),Z̄ = I

1
Z̄
I− Z̄ (I3

Z̄
),Z̄ = I

3
Z̄
Z̄−1

ζ1 = a2(c1 + c2I1Z̄)− c3a2I2Z̄I3Z̄ ζ3 = c3a2(I3Z̄)
2

ζ2 = (c1 + c2I1Z̄)(I
1
Z̄
)−1 − c2(a2 + (I1Z̄)−2trZ̄2) + c3I3Z̄(3(I1Z̄)−2 + a2I1Z̄)

(2.8)

have been used. For laminar flows, (2.7) reduce to those in previous work (Fang, 2009). Two-fold
turbulent kinetic energies in (2.7)1 and (2.7)4 are determined once ν̄ is known.
The field equations of {p̄, v̄, ν̄, ϑT , ϑG, Z̄} are obtained by substituting (2.7) into (1.1). Since

the system is mathematically likely well-posed, one has the chance to obtain the primitive mean
fields. In applying (2.7), the phenomenological parameters α0, β0, f1−8, fs, fd, a, ǫM , λM , ǫT ,
λT , µ0, ζ1−3, ν̄m and ν̄∞ need be prescribed. Since detailed information of them is insufficient,
numerical simulation is restricted to a parametric study.

3. Gravity-driven flow

3.1. Field equations and boundary conditions

Consider a fully-developed, isochoric, two-dimensional stationary avalanche down an incline,
as shown in Fig. 1. It is assumed that

v̄ = [ū(y), v̄(y), 0] ν̄ = ν̄(y) p̄ = p̄(y)

ϑT = ϑT (y) ϑG = ϑG(y) Z̄ij = Z̄ij(y)
(3.1)
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with v̄/ū ∼ 0; u′ 6= 0, v′ 6= 0; {i, j} = (x, y), motivated by the assumptions that α,x ≪ α,y for
any quantity α in simple turbulent shear flows of Newtonian fluids (Batchelor, 1993). The flow
corresponds to the critical state defined as the state in which ˙̄ρ = 0 and ˚̄Z = 0 (Ai et al., 2014;
Kirchner and Teufel, 2002). Since in the critical state fd is set to be unity, equations (1.1)4 and
(2.6) reduce to

0 = fs
{
a2cD̄+

ˇ̄Z tr (ˇ̄ZD̄) + ac(ˇ̄Z+ ˇ̄Z
∗
)‖D̄‖

}
(3.2)

with ac =
√
8/27 sinϕc, and ϕc the critical friction angle (Kirchner and Teufel, 2002). Since fs

does not vanish generally, substituting (3.1) into (3.2) yields

0 = ˇ̄Zxx ˇ̄Zxym+ ac
(
2 ˇ̄Zxx −

1
3

)
0 = ˇ̄Zyy ˇ̄Zxym+ ac

(
2 ˇ̄Zyy −

1
3

)

0 = a2cm+
ˇ̄Z2xym+ 2ac

ˇ̄Zxy
(3.3)

with m ≡ D̄xy/‖D̄‖ = D̄xy/|D̄xy|. A non-trivial solution to (3.3) is only that Z̄xx = Z̄yy
and Z̄xy = −m

√
8/3 sinϕcZ̄yy. Thus, equation (1.1)4 is decoupled from other mean balance

equations. For further identification, a specific form of fs is given by (Bauer and Herle, 2000)

fs =
(1− ν̄s
1− ν̄

)m
m = 1 (3.4)

with ν̄s the minimum mean volume fraction; and unity power justified for most cases (Herle and
Gudehus, 2000; Marcher et al., 2000; Niemunis et al., 2009).

Fig. 1. Gravity-driven stationary avalanche down an incline and the coordinate

With these, the field equations are obtained

0 =
d

dy

{
1− ν̄s
1− ν̄ (ζ2Z̄xy + ζ3Z̄

2
xy) + µ0γ̄

2Fc
( ν̄m
ν̄∞ − ν̄

)8(dū
dy

)2}
+ γ̄ν̄b sin θ

0 =
dt̄yy
dy
− γ̄ν̄ cos θ

0 =
d

dy

{
2β0γ̄ν̄Fc

ℓ

( ν̄m
ν̄∞ − ν̄

)2dν̄
dy

}
+
1
ν̄ℓ

{
− t̄yy +

1− ν̄s
1− ν̄ l(ζ1 + ζ2Z̄yy + ζ3Z̄

2
yy)

− 2α0γ̄ν̄2(ν̄ − ν̄m)Fc − 2β0γ̄ν̄
( ν̄m
ν̄∞ − ν̄

)2(dν̄
dy

)2 ν̄∞Fc
ν̄∞ − ν̄

}

0 = µ0γ̄2(Fc − 1)
( ν̄m
ν̄∞ − ν̄

)8(dū
dy

)3
− f7

d2ϑT

dy2
− f3

(dϑT

dy

)2

0 = −f8
d2ϑG

dy2
− f6

(dϑG

dy

)2

(3.5)

for ū(y), ν̄(y), t̄yy(y), ϑT (y) and ϑG(y), in which p̄(y) is replaced by t̄yy(y) for simplicity.
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Although solid boundaries have been demonstrated to act as energy sources and sinks of
the turbulent kinetic energy of the grains (e.g. Pudasaini and Hutter, 2007; Richman and Mar-
ciniec, 1990), and the conventional no-slip condition for ū does not hold (Savage, 1993). The
field observations suggest that the no-slip condition can still be used as the first approximation
(Pudasaini and Hutter, 2007; Rao and Nott, 2008), with which a fixed value of ν̄ is assumed. As
motivated by the finite turbulent kinetic energies and dissipations on solid boundaries of New-
tonian fluids in turbulent boundary layer flows (Batchelor, 1993; Tsinober, 2009), finite two-fold
turbulent kinetic energies and dissipations on the plane are assumed through the prescriptions
of ϑT and ϑG, respectively. On the other hand, field observations suggest that the grains on the
free surface interlock with one another to form a kind of inelastic network. Due to a significant
density difference between the grains and the air, the shear stress is negligible, yielding vanishing
normal gradients of ū and ν̄. However, the air entrainment on the free surface provides a finite
normal stress, giving a rise to nonvanishing t̄yy and normal gradients of ϑT and ϑG (Pudasa-
ini and Hutter, 2007; Rao and Nott, 2008; Wang and Hutter, 2001). Thus, BCs for (3.5) are
postulated by:
— for y = 0

ū = 0 ν̄ = ν̄b ϑT = ϑTb ϑG = ϑGb (3.6)

— for y = L

dū

dy
= 0

dν̄

dy
= 0

dϑT

dy
= aT

dϑG

dy
= aG t̄yy = t̄b (3.7)

with the superscript b denoting the boundary values.

3.2. Nondimensionalisation

With the dimensionless parameters defined in Table 2, in which V0 is the characteristic
velocity of the flow, equations (3.5) are recast in dimensionless forms

0 =
d

dỹ

{
1− ν̄mν̃s
1− ν̄mν̃

Ξ1 +
F̃c

(ν̃∞ − ν̃)8
(dũ
dỹ

)2}
+ S1ν̃ sin θ

0 =
dπ̃

dỹ
+ S2ν̃ cos θ

0 =
d

dỹ

{
2ν̃F̃c
(ν̃∞ − ν̃)2

dν̃

dỹ

}
+
1
ν̃

{
π̃ +
1− ν̄mν̃s
1− ν̄mν̃

Ξ2 − 2ν̃2(ν̃ − 1)−
2ν̃ν̃∞F̃c
(ν̃∞ − ν̃)3

(dν̃
dỹ

)2}

0 =
χ1(F̃c − 1)
(ν̃∞ − ν̃)8

(dũ
dỹ

)3
− d2ϑ̃T

dỹ2
− χ2

(dϑ̃T

dỹ

)2

0 = −d
2ϑ̃G

dỹ2
− χ3

(dϑ̃G

dỹ

)2

(3.8)

for ũ(ỹ), ν̃(ỹ), π̃(ỹ), ϑ̃T (ỹ) and ϑ̃G(ỹ), with F̃c = 1+ϑ̃T+ϑ̃G+(ϑ̃T )2+(ϑ̃G)2, and the dimensionless
BCs:
— for ỹ = 0

ũ = 0 ν̃ = ν̃b ϑ̃T = ϑ̃Tb ϑ̃G = ϑ̃Gb (3.9)

— for ỹ = L̃

dũ

dỹ
= 0

dν̃

dỹ
= 0

dϑ̃T

dỹ
= ãT

dϑ̃G

dỹ
= ãG π̃ = π̃b (3.10)
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Table 2. Dimensionless parameters

ξ2 =
α0
β0
=
1
ℓ2

ỹ = ξy L̃ = ξL ν̃ =
ν̄

ν̄m
ũ =

ū

V0

ν̃∞ =
ν̄∞
ν̄m

ñub =
ν̄b
ν̄m

ϑ̃T = ϑT

ϑM
ϑ̃G =

ϑG

ϑM

Ξ1 =
ζ2Z̄xy + ζ3Z̄2xy
µ0γ̄2V 20 ξ

2
Ξ2 =

ζ1 + ζ2Z̄yy + ζ3Z̄2yy
α0γ̄ν̄3m

S1 =
ν̄mb

µ0γ̄V 20 ξ
3

S2 =
b

α0ν̄2mξ
χ1 =

µ0γ̄V
3
0 ξ

f7ϑM
χ2 =

f3ϑM

f7
χ3 =

f6ϑM

f8

π̃ =
−t̄yy
α0γ̄ν̄3m

ν̃s =
ν̄s
ν̄m

π̃b =
−t̄b

α0γ̄ν̄3m
ϑ̃Tb =

ϑTb
ϑM

ϑ̃Gb =
ϑGb
ϑM

ãT =
aT
ϑMξ

ãG =
aG
ϑMξ

Equations (3.8)-(3.10) define a nonlinear BVP, with L̃ being the effect of flow thickness;
S2 the effect of gravity; S1 the influence of viscosity for fixed S2; Ξ1 and Ξ2 the hypoplastic
effect; χ1 the relative contribution between viscosity and turbulent kinetic energy flux; χ2 and
χ3 the relative significances between two-fold turbulent kinetic energy fluxes and dissipations. For
implementation of numerical simulation, the values of ν̄m, ν̄b, ν̄∞ and ν̄s are given by ν̄b = 0.51,
ν̄m = 0.555, ν̄∞ = 0.644, ν̄s = 0.25 (thus, ν̃b = 0.919, ν̃∞ = 1.16, ν̃s = 0.451), with fixed values
of ϑTb , ϑ

G
b and t̄b assumed as a first approximation (Bauer and Herle, 2000; Fang and Wu, 2014;

Savage, 1993; Wang and Hutter, 1999).
Two-point nonlinear BVP (3.8)-(3.10) is solved numerically by using the iterative methods

with a successive under-relaxation scheme (Fang and Wu, 2014; Wang and Hutter, 1999; Wendt,
2009). So, sequences of the primitive mean fields are calculated at each iteration step, which are
incorporated into the next step, until demanded convergence is reached. Moreover, integrating
last Eq. (3.8) yields an analytical solution of ϑ̃G(ỹ) under a fixed value of χ3, viz., ϑ̃G = ϑ̃Gb +
χ−13 ln

(
(1 − ãGχ3(L̃ − ỹ))/(1 − ãGχ3L̃)

)
, indicating that ϑ̃G increases logarithmically from the

plane toward the free surface, and corresponding to the previous works (Fang, 2009, 2016b; Fang
and Wu, 2014).

3.3. Numerical results

Numerical tests show that only the relative magnitudes of the ν̃-, ũ-, ϑ̃T - and ϑG-profiles
are influenced by the variations in S1 and χ1−3, but the tendencies remain unchanged. Thus,
S1 = 0.02 and χ1 = χ2 = χ3 = 0.01 are used, with ϑ̃Tb = ϑ̃Gb = 0.1 for finite turbulent kinetic
energies and dissipations on the boundary (Pudasaini and Hutter, 2007; Rao and Nott, 2008).
Since Ξ1 and Ξ2 are of equal importance (Fang, 2009; Kirchner and Teufel, 2002), they are set
equal. In all figures, the normalized calculated values are displayed for comparison.
Figure 2 illustrates the profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε for variations in L̃ = [10, 15, 20]

indicated by the arrows, with ãT = ãG = 0.1, Ξ1 = Ξ2 = 0.01, π̃b = 0.01 and S2 = 0.02. The
solid lines are the simulated results; the dashed lines are the laminar flow solutions from Fang
(2009); the dotted line are Newtonian fluid characteristics in a laminar flow. Increasing L̃ tends
to enlarge the difference in ν̃ between the free surface and plane, as shown in Fig. 2a. This results
from the weight of the granular body: when the flow is thicker, larger compressive stress applies
on the grains in the thin layer immediately above the plane (the turbulent boundary layer, TBL),
with maximum shearing there, causing the grains to collide intensively with one another and
resulting in smaller values of ν̃. Above this thin layer, there exists a relatively thick layer (the
passive layer, PL), in which the grains form a kind of inelastic network and behave as a lump
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Fig. 2. Normalized profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H , γ̄ν̃ε, with L̃ = [10, 15, 20] indicated by the arrows.
Dashed lines: laminar flow solutions; dotted line: laminar Newtonian flow

solid with nearly uniform ν̃ and ũ, as displayed in Figs. 2a and 2b. As L̃ increases, the TBL
becomes thinner with larger ũ-gradients at the interface between two layers. When compared
with laminar flow solutions, the ν̃- and ũ-profiles are more convex, with larger amplitudes in the
PL. These are due to the influence of turbulent kinetic energy and dissipation, to be discussed
later.
Two-fold turbulent kinetic energies in Figs. 2c and 2d decrease from their maximum values

in the plane toward nearly vanishing values on the free surface exponentially. Similar tendencies
appear for the profiles of γ̄ν̃H and γ̄ν̃ε in Figs. 2e and 2f, except for finite values on the free
surface. As L̃ increases, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε decrease more obviously. These correspond not
only to those of Newtonian fluids in turbulent boundary layer flows, but also are justified, for
turbulent kinetic energy and dissipation should assume maximum values in the regions where
shearing is maximum, and a larger turbulent kinetic energy induces larger turbulent dissipation
(Batchelor, 1993; Tsinober, 2009). Although in Newtonian fluids and dry granular avalanches the
turbulent kinetic energies and dissipations evolve in a similar manner, their vanishing values on
the free surface are identified for Newtonian fluids, while it is not so for dry granular avalanches.
These reflect the discrete nature of dry granular systems.
Although the TBL and PL can be identified by the profiles of ν and u in laminar formulations

(e.g. Fang, 2009; Wang and Hutter, 1999), they are preferably recognized by the distributions
of γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε. In the PL, the dominant grain-grain interaction is the long-term
one, causing the grains to form a kind of inelastic network to yield nearly vanishing γ̄ν̃s and
γ̄ν̃k, and finite γ̄ν̃H and γ̄ν̃ε. On the other hand, the grains in the TBL are dominated by the
short-term interaction, giving a rise to intensive turbulent fluctuation with significant γ̄ν̃s, γ̄ν̃k,
γ̄ν̃H and γ̄ν̃ε, resulting in larger ν̃ and ũ in the PL, when compared with laminar flow solutions.
Figure 3 illustrates the profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε for variations in

S2 = [0.01, 0.035, 0.07] indicated by the arrows, with ãT = ãG = 0.1, L̄ = 15, Ξ1 = Ξ2 = 0.01
and π̃b = 0.01. Increasing S2 tends to enhance the gravitational effect, resulting in more convex
ν̃- and ũ-profiles in Figs. 3a and 3b. This goes back to the influence of a larger grain weight. As
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Fig. 3. Normalized profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H , γ̄ν̃ε, with S2 = [0.01, 0.035, 0.07] indicated by the
arrows. Dashed lines: laminar flow solutions; dotted line: laminar Newtonian flow

S2 increases, most γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε are confined within even thinner TBLs, resulting in
more energetic grain collisions there, as shown in Figs. 3c-3f. In addition, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε
evolve with similar tendencies described in Fig. 2. Due to the distributions of two-fold turbulent
kinetic energies, the ν̃- and ũ-profiles are more convex than their laminar-flow counterparts.

The influence of π̃b is summarized in Fig. 4, with ãT = ãG = 0.1, Ξ1 = Ξ2 = 0.01, L̃ = 15,
S2 = 0.02 and π̃b = [0.01, 0.1, 0.25] indicated by the arrows. Increasing π̃b is to apply larger
normal traction on the free surface, exciting the grains in the TBL to collide with one another
more vigorously. This reduces base friction, resulting in more convex ν̃- and ū-profiles in Figs. 4a
and 4b, and thicker PLs. Figures 4c-4f show that as π̃b increases, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε are
confined mostly in the TBL and decrease exponentially from the plane toward the free surface.
The profiles of ν̃ and ũ are more convex than their laminar flow counterparts due to the influences
of γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε.

Simulations for variations in Ξ1 and Ξ2 are summarized in Fig. 5, with Ξ1 = Ξ2 =
[0.01, 0.05, 0.1] indicated by the arrows; ãT = ãG = 0.1, π̃b = 0.01, L̃ = 15 and S2 = 0.02.
When Ξ1 and Ξ2 increase, the hypoplastic effect inside a granular RVE is enhanced, which we-
akens the frictional contact between the grains in the TBL, giving a rise to reduced γ̄ν̃s, γ̄ν̃k,
γ̄ν̃H and γ̄ν̃ε with thinner TBLs. With an enhanced hypoplastic effect, most γ̄ν̃s, γ̄ν̃k, γ̄ν̃H
and γ̄ν̃ε are confined within even thinner TBLs, which are equally recognized in the ν̃- and
ũ-profiles.

Calculations for variations in ãT and ãG are given in Fig. 6, with ãT = ãG = [0.01, 0.025, 0.05]
indicated by the arrows; Ξ1 = Ξ2 = 0.01, π̃b = 0.01, S2 = 0.02 and L̃ = 15. Equal values of ãT
and ãG are used for simplicity. Increasing ãT and ãG allows more fluxes of γ̄ν̃s and γ̄ν̃k enter
into the granular body from the free surface, inducing more γ̄ν̃H and γ̄ν̃ε for counter-balance.
This yields more thicker PLs, illustrated by more convex profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε.
These correspond to field observations, for in the PL, the grains are interlocked and behave as
a lump solid, causing γ̄ν̃H and γ̄ν̃ε to overcome γ̄ν̃s and γ̄ν̃k.



1254 C. Fang

Fig. 4. Normalized profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H , γ̄ν̃ε, with π̃b = [0.01, 0.1, 0.25] indicated by the
arrows. Dashed lines: laminar flow solutions; dotted line: laminar Newtonian flow

Fig. 5. Normalized profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H , γ̄ν̃ε, with Ξ1 = Ξ2 = [0.01, 0.5, 0.1] indicated by the
arrows. Dashed lines: laminar flow solutions; dotted line: laminar Newtonian flow
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Fig. 6. Normalized profiles of ν̃, ũ, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H , γ̄ν̃ε, with ãT = ãG = [0.01, 0.025, 0.05] indicated by
the arrows. Dashed lines: laminar flow solutions; dotted line: laminar Newtonian flow

4. Conclusions and discussions

The derived equilibrium closure relations in Part I (Fang, 2016b) have been implemented to
obtain a zero-order closure model, which has beem applied to analyses of a stationary avalanche
down an incline; numerical simulations have been compared with laminar flow solutions.

While ν̃ and ũ evolve from their minimum values on the plane toward maximum values on
the free surface, γ̄ν̃s, γ̄ν̃k, γ̄ν̃H and γ̄ν̃ε distribute in a reverse manner, with most of them
confined within the TBL immediately above the plane. Above this, there exists a PL in which
the grains behave as a lump solid with nearly uniform ν̃ and ũ. In the TBL, the grains are
dominated by the short-term interaction, giving a rise to intensive turbulent fluctuation with
significant turbulent kinetic energy and dissipation, while those in the PL are dominated by the
long-term interaction to form a kind of inelastic network. Two layers are preferable recognized
from the turbulent kinetic energy and dissipation profiles.

The TBL and PL of a dry granular avalanche are similar to those of Newtonian fluids in
turbulent boundary layer flows. Although the turbulent kinetic energies and dissipations evolve
in a similar manner, their vanishing values on the free surface are found for Newtonian fluids,
while nearly vanishing turbulent kinetic energies and finite turbulent dissipations are obtained
for granular avalanches, resulted from their discrete nature and different dominant grain-grain
interactions in the TBL and PL. Discrepancies in the estimated ν̃- and ũ-profiles from the
laminar flow solutions suggest that the energy cascade induced by turbulent fluctuation needs
to be considered for better estimations on the characteristics of dry granular avalanches.
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The study aims at showing how the dynamics of tracer gradient accounts for the stirring
mechanism produced by a periodically forced flow relevant to practical mixing operation.
The numerical simulation uses the equations for the orientation and norm of the tracer
gradient and an analytic model for velocity. To a large extent, the micromixer properties
over different ranges of the Strouhal number are explained through the response of the tracer
gradient orientation to the tilting of strain principal axes resulting from flow forcing. The
analysis also reveals a rich picture of stirring as the Strouhal number is varied.

Keywords: Low-Reynolds number flows, mixing enhancement, micromixers

1. Introduction

In fluid flows used for mixing, stretching caused by stirring raises the contact areas and draws
fluid portions to be mixed together, which hastens the molecular diffusion flux. Low-Reynolds
number flows, by contrast to turbulent flows, do not start the stretching-driven cascade bringing
about the shrinking of scales down to the diffusive lengthscale. Mixing of a weakly diffusive
material, then, may need significant time – or distance – to be achieved. Efficient mixing has
thus to be controlled, which needs precise knowledge of the stirring properties of the flow. This
question is crucial in microfluidics. Chemical, biological and medical applications, in particular,
have given rise to significant investigation in this field both on the practical and academic levels
(Nguyen and Wu, 2005; Capretto et al., 2011; Lee et al., 2011).
The gradient of a scalar – heat, contaminant... – is the finest level at which the problem of

mixing can be tackled, for it gives a direct insight into the stirring mechanisms. This approach is
also plainly suited to the physics of mixing. As the gradient direction and magnitude respectively
correspond to the striation orientation and thickness – fine structures meaning large gradients,
the tracer gradient features are indeed closely connected to the structure of mixing patterns.
The growth rate of the tracer gradient shows the conditions in which stirring may enhance the
diffusion fluxes and is thus a key quantity. Although strain intensity matters, the alignment
of the tracer gradient within the strain eigenframe may be the determining factor. The role of
alignment may be especially critical in non-stationary regimes in which the dynamics of the
tracer gradient – through its response to unsteady mechanical action – drives the growth rate.
Previous studies addressed the dynamics of the scalar gradient orientation (Lapeyre et al., 2001;
Garcia et al., 2005) and its role in the mechanism of the gradient growth was pointed out (Garcia
et al., 2008; Gonzalez and Paranthoën, 2010).
The present study is focused on the kinematics of a tracer gradient in a periodically forced

cross-channel micromixer. The purpose is twofold: i) addressing the role of the tracer gradient
dynamics in stirring produced by a practical mixing device; ii) assessing the relevance of the
tracer gradient approach to the analysis of stirring in this kind of device. It seems that the
operation of such a micromixer has not been studied through the response of a vector field yet.



1258 M. Gonzalez

The device is an active mixer in which the material flowing in the main channel is stirred
by forcing a pulsating flow in the side channels, a standard geometry in microfluidics. Previous
works (Niu and Lee, 2003; Tabeling et al., 2004; Lee et al., 2007) addressed the conditions in
which chaotic advection is triggered and enhances mixing in this system. In this basic geometry,
stirring properties are ruled by two parameters, namely the Strouhal number St, and the velocity
ratio α – the ratio of maximum pulsating velocity to the maximum velocity in the main channel.
Okkels and Tabeling (2004) and Lee et al. (2007) analysed the folding rate of interface segments
and the mean finite-time Lyapunov exponent, respectively, by spanning both St and α.
In this work, St is varied for two values of α. The flowfield is simulated by the kinematic

model of Niu and Lee (2003) and the Lagrangian, diffusionless equation for the tracer gradient
is solved in terms of orientation and norm. The stirring properties of the flow are scrutinised
through the mean growth rate of the tracer gradient norm for small to large Strouhal numbers.

2. Cross-channel micromixer model

A detailed description of a practical, periodically forced cross-channel micromixer was given by
Lee et al. (2007). A simple sketch of the device is shown in Fig. 1.

Fig. 1. Sketch of the cross-channel micromixer; MC – main channel, SC – side channel,
MZ – mixing zone

The velocity field is simulated by the kinematic two-dimensional model proposed by Niu
and Lee (2003). The flowfield is splitted over different parts of the micromixer and, assuming
very low Reynolds number, the velocity field in the mixing zone is approximated as the linear
combination of the velocity fields in the main and side channels. The latter are assumed to
be parabolic, the velocity is steady in the main channel and periodic in the side channel. The
flowfield model is expressed as follows:
— main channel

u = V0
[
1−

( 2y
LM

)2]
v = 0 (2.1)

— side channel

u = 0 v = Vf
[
1−

( 2x
LS

)2]
cosωf t (2.2)

— mixing zone

u = V0
[
1−

( 2y
LM

)2]
v = Vf

[
1−

( 2x
LS

)2]
cosωf t (2.3)
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This model was shown to be consistent with experimental data – including the chaotic regime
– (Lee et al., 2007).
It is straightforward to derive the strain rate, σ =

√
σ2n + σ2s – with σn = ∂u/∂x − ∂v/∂y

and σs = ∂u/∂y + ∂v/∂x being the normal and shear strain components – and the vorticity,
ω = ∂v/∂x − ∂u/∂y from Eqs. (2.1)-(2.3). The orientation of the strain principal axes in the
fixed frame of reference (x, y) is defined by the angle Φ through tan(2Φ) = σn/σs. As σn = 0 in
the whole flowfield, the strain rate reduces to σ = |σs|. The orientation of strain principal axes
is a simple piecewise function defined as

Φ =

{
0 for σs > 0

π/2 for σs < 0
(2.4)

The local structure of the flow is defined by Q = σ2−ω2 (Q > 0 in hyperbolic regions and Q < 0
in elliptic regions; Okubo, 1970; Weiss, 1991). The flow structure in the side channel is a pure
shear and Q = 0 in this part of the micromixer. In the mixing zone, where Q ∼ xy cosωf t, the
Eulerian local structure is periodic in time as already mentioned by Lee et al. (2007). However,
the evolution of Q along Lagrangian trajectories is of course more complex.

3. Tracer gradient equations

The general equation for the gradient G of a diffusionless scalar – or tracer – is

DG

Dt
= −ATG (3.1)

where A = ∇u is the velocity gradient tensor. With G = |G|(cos θ, sin θ), Eq. (3.1) gives the
Lagrangian equations for the orientation and norm of G (Lapeyre et al., 1999)

Dθ

Dt
=
1
2
{ω − σ cos[2(θ + Φ)]} 2

|G|
D|G|
Dt
= −σ sin[2(θ + Φ)] (3.2)

The growth rate, η = (1/|G|)(D|G|/Dt), takes the minimum value −σ/2 forG aligning with
the extensional strain direction defined by θe = −Φ+ π/4 and reaches the maximum value σ/2,
when G aligns with the compressive strain direction given by θc = −Φ− π/4.
As a result of the alternating behaviour of Φ, Eq. (2.4), the tracer gradient experiences

unsteady forcing through its orientation with respect to the strain principal axes. As is shown
in this study, the variations of Φ are actually essential to explain the mean growth rate of the
tracer gradient in function of the flow properties.
The Lagrangian dynamics of the tracer gradient orientation is derived by solving Eq. (3.2)1

together with the tracking of particles given by Dx/Dt = u with x being the position vector
and u the modelled velocity field in the mixer. The growth rate of the tracer gradient is then
directly given by Eq. (3.2)2 without solving for the gradient norm. High growth rate indicates
good stirring properties through fast enhancement of local gradients.
The numerical method is a fourth-order Runge-Kutta scheme. Initially, 1000 particles are

located on a line at y = 0 from x = −LS/2 to x = LS/2. As we are strictly interested in the
properties of a single mixing cavity – and not a series of elemental micromixers, each particle
leaving the computational domain at x = LS/2 is reinjected at (x, y) = (−LS/2, 0) with the
initial condition θ = π/2 for the orientation of the tracer gradient, which mimics the tracking
of an interface between two different scalar quantities – say, A and B as shown in Fig. 1.
The numerical timestep is ∆t = Tf/3200 with Tf = 2π/ωf being the time period of the flow
forcing. Statistics are derived by averaging over all the instantaneous values computed along the
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Lagrangian paths during a time interval T = 200Tf . As T amounts to several mean residence
time – 50 at least – this is enough to account for the differences in residence time over the
particle ensemble. Averaging over the values recorded on Lagrangian trajectories is denoted by
brackets. Those averaged quantities duly include Lagrangian information on the evolution of the
tracer gradient. Integrating along trajectories – for the strain and growth rates, for instance –
strictly shows the same behaviour.

4. General features of the kinematics of tracer gradient

The stirring properties of the cross-channel device are described by the amplitude parameter,
α = Vf/V0 and the Strouhal number St = LS/V0Tf (Okkels and Tabeling, 2004; Lee et al.,
2007). In this study, the influence of the Strouhal number is analysed for α = 1 and α = 3 with
LM = LS = 1.
The Lagrangian evolution of the tracer gradient tightly depends on the residence time inside

the micromixer cavity. The mean residence time Tr of a particle injected at (−LS/2, 0) and
leaving the mixing zone at section x = LS/2 is shown in Fig. 2. For a given value of the Strouhal
number, the residence time in the side channels – and thus Tr – obviously grows with α. At
large Strouhal numbers, the time spent in the side channels tends to zero and Tr approaches
the convection timescale Tc = LS/V0 as expected. The ratio of the residence time to the time
period of the flow forcing Tr/Tf = StTr/Tc, thus varies as St at large St values, as shown by the
plot of Tr/Tf .

Fig. 2. Mean residence time in the micromixer cavity; (a) Tr/Tc, with Tc = LS/V0 being the convection
timescale, (b) Tr/Tf , with Tf being the time period of the flow forcing; squares: α = 1, circles: α = 3

Overall, the evolution of the tracer gradient derived from the tracking of particles injected at
(−LS/2, 0) is dominated by rotation. At small Strouhal numbers, however, they are more likely
to experience a pure shear regime as a result of significant time spent in the side channels. This
behaviour is shown by the plots of the respective strain (Q > 0), rotation (Q < 0) and shear
(Q = 0) events ratios along the Lagrangian paths (Fig. 3).
The dependence of the tracer gradient dynamics upon the Strouhal number in terms of the

orientation and norm growth rate reveals a rich phenomenology. From the plot of 〈η〉/〈σ〉 – which
gives a measure of the efficiency of the micromixer (Fig. 4), Strouhal number ranges promoting
good stirring are found together with narrow ranges where stirring is certainly quite poor. While
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Fig. 3. Ratios of strain-, rotation- and shear-dominated events along the Lagrangian paths vs. Strouhal
number; (a) α = 1, (b) α = 3; squares: strain, diamonds: rotation, circles: shear

Fig. 4. Ratio of the mean growth rate to the mean rate of strain, 〈η〉/〈σ〉, vs. Strouhal number;
squares: α = 1, circles: α = 3

its theoretical maximum value is 0.5, 〈η〉/〈σ〉 reaches 0.29 for α = 1 and 0.17, at best, for α = 3.
This is due to a moderate statistical alignment of the tracer gradient with the compressional
strain which most likely results from overall prevailing rotation.

The rather weak alignment of G with compressional strain is confirmed by Fig. 5 displaying
〈σ〉, 〈− sin ζ〉 – with ζ = 2(θ+Φ) – and 〈η〉 in function of the Strouhal number. Far from unity –
the value reached whenG is parallel to compression, the maximum for 〈− sin ζ〉 is 0.31 for α = 1
and 0.16 for α = 3. The mean growth rate depends on the strain level, but the dependence on
the tracer gradient orientation through sin ζ is stronger. This is clear beyond St ≃ 0.7 for α = 1
and St ≃ 1 for α = 3. These results thus suggest that the stirring properties of the flow can be
mainly explained in terms of the dynamics of tracer gradient orientation. As the tracer gradient
is locally normal to the interface separating the material to be mixed, this view agrees with
analyses based on the deformation of interface segments (Okkels and Tabeling, 2004; Tabeling
et al., 2004).
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Fig. 5. Mean rate of strain 〈σ〉 statistical alignment given by 〈− sin ζ〉 and mean growth rate 〈η〉 vs.
Strouhal number; (a) α = 1, (b) α = 3; squares: 〈σ〉/2, diamonds: 〈− sin ζ〉, circles: 〈η〉

5. Dependence of stirring properties on the Strouhal number

5.1. Small Strouhal number

Figure 6 confirms that the mean residence time inside the side channels is significant at small
Strouhal numbers. As a result, the statistics of tracer gradient orientation in this range of the
Strouhal number is governed by pure shear (Q = 0).
From Eq. (2.2), the transversal velocity v and the shear component of strain σs are in phase

in the side channels, where Lagrangian particles move with x = const . Each turning back of a
Lagrangian particle in the side channel thus coincides with a π/2-tilting of the strain principal
axes, Eq. (2.4), that makes sin ζ – and hence η – change sign; the way back is always covered
with the sign reversed for the growth rate which, on average, is therefore close to zero in the side
channels. Figure 7 shows the trajectories as well as the Lagrangian histories of σ, sin ζ and η for
α = 1 and St = 0.125.
The mean values conditioned on pure shear 〈− sin ζ|Q = 0〉 and 〈η|Q = 0〉, are close to zero

up to St ≃ 0.35 (Fig. 8a). The same behaviour for α = 3 is displayed in Fig. 8b.

5.2. Large Strouhal number

The behaviour of the tracer gradient at large Strouhal numbers is governed by the tilting
of strain principal axes in the mixing zone. The tilting of strain principal axes occurs in the
elliptic regions; it is easy to show, from the expressions for σs and Q, that σs changes sign –
which also amounts to σ = 0 – only if Q < 0. As St is increased, the mean tilting frequency fΦ
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Fig. 6. Mean ratio TSC/T of time spent in the side channels during simulation; squares: α = 1;
circles: α = 3

Fig. 7. Lagrangian signals for α = 1 and St = 0.125; (a) solid line: σ, short dash: x, long dash: y;
(b) solid line: − sin ζ, dashed line: η; each arrow shows a turning back in a side channel

grows linearly as shown in Fig. 9 (Tr ≃ Tc at large Strouhal numbers, Fig. 2). At large Strouhal
numbers, the tracer gradient thus experiences faster and faster changes in the strain direction.
The latter become too fast for the tracer gradient to respond and its orientation gets closer and
closer to the direction of a bisector of strain principal axes for which sin ζ = 0 – and η = 0. As
a result, the mean growth rate decays at large Strouhal numbers.



1264 M. Gonzalez

Fig. 8. Mean values of − sin ζ and η conditioned on pure shear vs. Strouhal number; (a) α = 1,
(b) α = 3; diamonds: 〈− sin ζ|Q = 0〉, circles: 〈η|Q = 0〉

Fig. 9. Mean tilting frequency of strain principal axes normalised by the mean residence time in the
mixing cavity vs. Strouhal number; squares: α = 1; circles: α = 3

On a more general level, this mechanism is clearly reminiscent of the nonadiabatic regime of
the scalar gradient response to unsteady forcing in which the scalar gradient does not keep up
with fast changes in strain persistence – or in strain principal axes direction (Garcia et al., 2008;
Gonzalez and Paranthoën, 2010). The probability density function (p.d.f) of the tracer gradient
orientation (Fig. 10) shows the gradual preferential alignment with a bisector of strain principal
axes at large Strouhal numbers.

For α = 1, the variance of sin ζ is 0.243, 0.102 and 0.0707 at St = 2, 3 and 4, respectively;
for α = 3 these values are 0.687, 0.548 and 0.396. The tendency is less marked when α = 3 for
which higher strain and vorticity levels result in a better response of the tracer gradient to the
mechanical action of the velocity gradient.
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Fig. 10. P.d.f’s of tracer gradient orientation; (a) α = 1, (b) α = 3; solid line: St = 2, short dash: St = 3,
long dash: St = 4

5.3. Middle-range Strouhal number

5.3.1. Vanishing mean growth rate and resonance phenomenon

Poor stirring properties are also found for Strouhal number ranges in which the mean resi-
dence time takes special values. For α = 1, the mean growth rate is virtually zero – 0.021 and
0.0030, while the maximum value is 0.88 – at St = 1.5 and St = 2.5 (Fig. 5) where Tr/Tf = 1.52
and 2.52, respectively (Fig. 2). For α = 3 〈η〉 = 0.012 – maximum value: 0.99 – at St = 3.4375
for which Tr/Tf = 3.52. These results are reminiscent of the resonance phenomenon found by
Okkels and Tabeling (2004) in which the folding rate of an interface segment falls to zero when
Tr/Tf = (n + 1/2) – with n ∈ N. The authors show that a resonance occurs when the per-
turbation of a point on the interface developing within the first half of the mixing region is
reversed and strictly offset in the second part – incidentally, this needs n ­ 1. The analysis in
terms of the tracer gradient orientation agrees with this mechanism. Figure 11, plotted for α = 1
and St = 1.5, shows that the interplay between the periodic flow forcing and the position on a
trajectory brings about a symmetric Lagrangian signal of strain over the residence time inside
the mixing cavity.
Especially, the strain tilting events felt by the tracer gradient along a Lagrangian path are

symmetric. They occur for σ = 0, namely whenever y + αx cos ωf t = 0, which is true near the
center of the cavity – where x = y = 0, but also at any position provided that x, y and t fulfill
the latter condition – as shown in Fig. 11. The special behaviour of strain results in a symmetric
signal for sin ζ and thus for η which, on average, cancels out over the mean residence time. This
analysis is confirmed by the Lagrangian plots for α = 1 and St = 2.5 as well as for α = 3 and
St = 3.4375 (not shown). Figures 11 also displays the Lagrangian evolution of Q.

5.3.2. Negative mean growth rate

Negative values of the mean growth rate are found over narrow ranges of the Strouhal number
and especially for α = 1 (Fig. 5). They obviously result from a statistical alignment of the
tracer gradient closer to the extensive than to the compressive strain direction. In these special
conditions, the flowfield opposes stirring which may prevent mixing. While 〈η〉/〈σ〉 = −0.025,
at best, for α = 3, the most significant negative values of 〈η〉 for α = 1 are found at St = 0.1875,
0.425 and 0.85 where 〈η〉/〈σ〉 = −0.12, −0.11 and −0.11, respectively. In this ranges of the
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Fig. 11. Lagrangian signals for α = 1 and St = 1.5; (a) solid line: cosωf t, short dash: x, long dash: y;
the arrows show the injection and exit of the Lagrangian particle; (b) solid line: σ, dashed line: Q;

(c) solid line: − sin ζ, dashed line: η

Strouhal number, Tr/Tf takes special values – ∼ 0.5 for St = 0.1875 and 0.425, ∼ 1 for St = 0.85
(Fig. 2). At St = 0.1875, the tracer gradient evolution is mainly governed by shear (Section 5.1).
At St = 0.425 and 0.85, both the flow structure and orientation dynamics explain the negative
values of the mean growth rate. As shown in Fig. 3, the ratio of rotation events sharply peaks
near these St values and the tracer gradient essentially experiences an elliptic regime. And the
sharp drops of − sin ζ at St = 0.425 and 0.85 (Fig. 12), showing statistical alignment near the
extensive strain direction, deepen negative 〈η〉.
At those Strouhal numbers, this statistical alignment with extensive strain in hyperbolic

regions is explained by unsteadiness. In fact, the time spent in the hyperbolic regime is much
too short for strain to bring back the tracer gradient from the extensive to the compressive
direction after tiltings occuring in the elliptic regions.
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Fig. 12. Statistical orientation of the tracer gradient; α = 1; solid line: 〈− sin ζ〉, squares: conditioning
on hyperbolic events, 〈− sin ζ|Q > 0〉, circles: conditioning on elliptic events, 〈− sin ζ|Q < 0〉

5.3.3. Maximum mean growth rate

Finally, good stirring must be restricted to moderate Strouhal numbers away from the small
and large Strouhal number ranges where the tilting of strain principal axes make the mean
growth rate collapse (Sections 5.1 and 5.2). In addition, Tr/Tf must not take special values
resulting in limiting mechanisms such as resonances. Then, good stirring conditions are found,
roughly, from St = 0.48 to 0.75 for α = 1 and St = 0.95 to 1.6 for α = 3 (Figs. 4 and 5)
with peak values at St = 0.5 and 1.25, respectively. In a pure kinematic view, these findings are
consistent. The ratio of strain-dominated events as well as the mean strain rate indeed reach
maximum values over those Strouhal number ranges (Figs. 3 and 5). And the maximum of
〈− sin ζ〉 agrees with the peak values of 〈η〉. As already mentioned by Lee et al. (2007), optimal
stirring is thus ensured by the values of the control parameters, St and α, defining the best
conditions for particles to reach a hyperbolic region and spend enough time therein. Figure 13
shows the Lagrangian signals for α = 1 and St = 0.5.
By x = cte-segments, the trajectories inside the cavity reveal the inroads into the side

channels. As a possible result of the chaotic behaviour, they do not display any clear periodic
features. Instead, it appears that a particle may either cross the mixing zone straight or spend
a variable time inside the side channel. The sample signals also confirm the significant ratio of
strain-dominated events as well as the relative large time spent by the tracer gradient near the
compressive direction of strain.

6. Conclusion

This study confirms that despite the significant role of the strain level, the response of the tracer
gradient orientation to unsteady strain is a key mechanism to explain the stirring properties of
a periodically forced, cross-channel micromixer.
This approach also gives a detailed insight into the micromixer properties. At small Strouhal

numbers, the mean growth rate of the tracer gradient shrinks, thus showing poor stirring; the
major part of the mean residence time is spent in the side channels where the periodic, symmetric
reversing of the orientation of the tracer gradient with respect to the strain principal axes cancels
its growth rate. At large Strouhal numbers, the tracer gradient does not respond to the fast
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Fig. 13. Lagrangian signals for α = 1 and St = 0.5; (a) solid line: x, dashed line: y, (b) solid line: σ,
dashed line: Q; (c) solid line: − sin ζ, dashed line: η

changes in the strain direction caused by flow forcing and aligns closer and closer to a bisector
of strain principal axes where the growth rate vanishes.

Good stirring conditions are found in the middle range of the Strouhal number. They are
fulfilled at Strouhal numbers for which the hyperbolic regime prevails and the mean strain rate
reaches its maximum values on Lagrangian trajectories, namely within St = 0.48 to 0.75 for
α = 1 and St = 0.95 to 1.6 for α = 3 with peak values at St = 0.5 and 1.25, respectively. Poor
stirring, however, may occur in narrow windows of the Strouhal number where the mean growth
rate either vanishes – which precisely corresponds to the resonance phenomenon pointed out by
Okkels and Tabeling (2004) – or takes negative values as a result of both the flow structure and
dynamics of tracer gradient orientation when the elliptic regime prevails along the Lagrangian
trajectories.
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In this paper, the general forms of in-plane fields of a finite cracked plate have been achieved
in the elastic range by expanding the potential functions of the infinite cracked plate about
the crack tip. Subsequently, the stress intensity at the crack tip has been obtained. In
addition, the numerical models have been provided by the finite element method.The effect
of finite sizes on the stress and displacement fields has been detected and to validate the
obtained analytical relations, the least-squares curve fitting has been used. Moreover, the
calculated stress intensity correction factors have been compared with the existing results
in the literature.

Keywords: finite cracked plate, least-squares curve fitting, general series form

1. Introduction

As Sadd (2005) explains, the stress singularity and displacement discontinuity are two characte-
ristics of crack problems which lead to some complexity in solving these types of problems in the
theory of elasticity. Solving many of crack problems will be done only by assuming the infinity of
boundaries. Using this assumption, boundary conditions can be applied and the problem may be
solvable. In the real problems with limited boundaries, usually, the results of infinite problems
are used by applying a correction factor related to the finite size of the problem. The well known
case is the use of geometry correction factor for the stress intensity at the crack tip in a finite
cracked plate.
A wide range of studies using analytical and numerical methods are taken to determine the

stress intensity correction factor or other stress and displacement fields at the crack tip. Isida
(1971) estimated the value of the stress intensity at the crack tip by considering a special power
series form for the stresses of finite cracked plates. Wu et al. used the weight function method
to calculate the stress intensity under different loading conditions (Wu and Carlsson, 1983; Wu,
1984; Wu and Chen, 1989). Rice (1972), Ng and Lau (1999), Kiciak et al. (2003) and Jones et
al. (2004) are further studies for the use of the weight function method in the crack problems.
Many studies like Meng et al. (1998), Rangelova et al. (2003), Sahli et al. (2007) and Chen and
Wang (2008) used numerical methods such as finite element and boundary element methods to
observe the stress intensity or other fields at the crack-tip under different loading conditions.
Most of these studies examined only the near crack tip fields, especially the stress intensity

factor and do not study the changes of stress and displacements at a distance far from the crack.
Although there is no close form solution for the finite cracked plate, this study intends to extend
the basic relations of infinite cracked plates and obtain the general power series form for the
elastic stress and displacement fields of the finite crack plate so that it can be used for both
near and far from the crack tip. To confirm the capability of the obtained analytical functions,
some square plates with various crack lengths are modeled and analyzed with the finite element
method. Then, the least-squares curve fitting is used to fit the analytical series functions to the
numerically obtained stress and displacement profiles.
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2. Analytical approach

2.1. Infinite cracked plate

Figure 1 shows the central crack with length 2a in an infinite plate which is under a uniform
tension σo perpendicular to the crack direction.

Fig. 1. Central cracked plate under tension

The classic solution of the infinite cracked plate using the complex variable method is ava-
ilable in many references such as Sadd (2005). Considering the complex coordinate Z = X + iY
and i =

√
−1, two complex potential functions γ and ψ are used with the following relations for

the elastic problem shown in Fig. 1

γ(Z) =
σo
4

(
2
√
Z2 − a2 − Z

)
ψ(Z) =

σo
4

(
Z − a√

Z2 − a2
)

(2.1)

Based on the potential functions, the stress combinations become

σy + σx = 2(γ′ + γ ′) σy − σx + 2iτxy = 2(Zγ′′ + ψ′) (2.2)

where the prime and the over-bar signs denote derivative with respect to Z and the complex
conjugate, respectively, which results

σy + σx = σoRe
(
2Z√
Z2 − a2

− 1
)

σy − σx + 2iτxy = σo
[
a2(Z − Z)√
(Z2 − a2)3 + 1

]
(2.3)

in which Re is the real part. The corresponding displacements U and V respectively along X
and Y can also be expressed by

2µ(U + iV ) = kγ − Zγ′ − ψ (2.4)

or

2µ(U + iV ) =
σo
4

[
2(a2 − ZZ)√
(Z2 − a2)3

+ k
(√

Z2 − a2 − Z
)
+ 1− 2Z

]
(2.5)

Since E and ν are the modulus of elasticity and Poisson’s ratio, µ = E/2(1 + ν) and
k = (3 − ν)/(1 + ν) for plane stress problems. By setting X and Y in relations (2.3) and
(2.5), simpler forms of the stress and displacement can be obtained for specific cases. For exam-
ple, for Y = 0 and consequently Z = Z = X, the value of the shear stress τxy is zero and the
profiles of the normal stresses and displacements in the X direction are expressed as follows:
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— for X ¬ a

σy = 0 σx = −σo

V =
2σo
E

√
a2 −X2 U = −σoX

E

(2.6)

— for X > a

σy =
σoX√
X2 − a2

σx = σy − σo
V = 0 U =

σo
E

[
(1− ν)

√
X2 − a2 −X

] (2.7)

Likewise, in the case X = 0 we have Z = −Z = iY , and hence

σy =
σoY

3

√
(Y 2 + a2)3

σx = σo

[
Y (Y 2 + 2a2)√
(Y 2 + a2)3

− 1
]

V =
σo
E

[
2a2 + (1− ν)Y 2√

a2 + Y 2
+ νY

]
U = 0

(2.8)

Equations (2.6) to (2.8), which are obtained on the assumption of infinite dimensions, can be
used for both near crack-tip and areas away from that. But in the real problems with finite
sizes, the boundary conditions affect the stress and displacement fields. These effects become
more, away from the crack tip and near the boundaries and they rule out the use of infinite
plate relations for the finite one. In Fig. 2, the distribution of stresses σxx and σyy on the axes
X and Y of a finite cracked plate are schematically compared with the infinite ones under the
same tension stress σo.

Fig. 2. Comparison of the stress distribution in one quarter of a finite cracked plate (solid line) and the
infinite one (dash line) under the same tension; (+) for tensile and (−) for compressive stresses

2.2. Finite cracked plate

Ng and Lau (1999) used a method based on the expansion of field functions around the
crack tip to get the general form of the stress intensity at the crack tip. In that method, using a
variable transformation, the crack opening function V from (2.6)3 is expanded around the crack
tip and consequently, the general form of the stress intensity is obtained as the infinite series.
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Present study uses the same method to obtain the general forms of all stresses and displace-
ments around the crack tip and away from that. For this purpose, the variable transformation
based on the parameters defined in Fig. 1 is

t = Z2 − a2 (2.9)

so that at the crack tip we have t = 0. Using (2.1) and the new variable t, let the general form
of the potentials be taken as follows

γ =
σo
4
[ω(t)−B0Z] ψ =

σo
2
[B0Z − ϕ(t)] (2.10)

where ω(t) and ϕ(t) are two basic functions of t and B0 is an unknown coefficient. Comparing
equations (2.1) with (2.10), it can be concluded that for the infinite cracked plate we have B0 = 1,
ω(t) = 2

√
t and ϕ(t) = a2/

√
t. As Ng and Lau (1999) mentioned, according to the theory of

linear elastic fracture mechanics, all the stresses and displacements in the vicinity of the crack
tip are similar for any two cracks under arbitrary boundary conditions; thus the general form of
the basic functions ω and ϕ near the crack tip will be

ωNT = 2Ao
√
t ϕNT =

Aoa
2

√
t

(2.11)

where subscript NT denotes near tip. Subsequently, the normalized form of the basic functions
with respect to the near tip can be defined as follows

G(t) =
ω(t)
ωNT

F (t) =
ϕ(t)
ϕNT

(2.12)

Now, to reach the series form for basic functions, normalized forms (2.12) can be expanded in
Taylor series about the crack tip (t = 0)

G(t) = G(0) +
G(1)(0)
1!

t+
G(2)(0)
2!

t2 + · · ·+ G(n)(0)
n!

tn + · · ·

F (t) = F (0) +
F (1)(0)
1!

t+
F (2)(0)
2!

t2 + · · · + F (n)(0)
n!

tn + · · ·
(2.13)

where F (n) and G(n) denote the n-th derivatives of F and G with respect to t which are
subject to the boundary conditions and the loading and, generally, can be used as the unknown
coefficients in the series. It should be noted that approaching the crack tip, G and F are close
to 1 so that at the crack tip (t = 0) we have G(0) = F (0) = 1. Hence after simplifying (2.13)
and using (2.11) and (2.12), the general form of the basic functions would be

ω(t) = 2
√
t(A0 +A1t+A2t2 + · · ·+Antn + · · · ) =

∞∑

n=0

2Antn+1/2

ϕ(t) =
a2√
t
(A0 +A1t+A2t2 + · · ·+Antn + · · · ) =

∞∑

n=0

a2Ant
n−1/2

(2.14)

Finally, using (2.9) and substituting (2.14) respectively into (2.10), the general forms of the
potentials would be expressed as follows

γ =
σo
4

[ ∞∑

n=0

2An(Z2 − a2)n+1/2 −B0Z
]

ψ =
σo
2

[
B0Z −

∞∑

n=0

a2An(Z2 − a2)n−1/2
]

(2.15)
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Using above equations, the general forms of the stress and displacement fields can be achieved for
the whole finite cracked plate with arbitrary boundary conditions. Substituting equations (2.15)
into (2.2) and doing some mathematical works, each component of the stress can be expressed
separately

σx =
σo
2
Re

{ ∞∑

n=0

AnHn

[
2Z2(Z − nZ)− a2

(2n+ 3
2n+ 1

Z − Z
)]}
−B0σo

σy =
σo
2
Re

{ ∞∑

n=0

AnHn

[
2Z2(Z + nZ)− a2

(6n+ 1
2n+ 1

Z + Z
)]}

τxy =
σo
2
Im

{ ∞∑

n=0

AnHn

[
2Z2(nZ)− a2

(2n− 1
2n+ 1

Z + Z
)]}

(2.16)

where Re and Im are the real and imaginary parts, respectively, and

Hn = (2n+ 1)(Z2 − a2)n−3/2 (2.17)

In the same way, the displacements are obtained in the series forms by using (2.15) and (2.4)

U =
σo
4µ
Re

[ ∞∑

n=0

AnJn −B0
(k − 1
2

Z + Z
)]

V =
σo
4µ
Im

[ ∞∑

n=0

AnJn −B0
(k − 1
2

Z + Z
)] (2.18)

in which

Jn = k(Z2 − a2)n+1/2 − [(2n + 1)ZZ − a2](Z2 − a2)n−1/2 (2.19)

As it will be shown, equations (2.16) to (2.19) as general forms of the stresses and displacements
can be used for finite cracked plates. It is necessary to note that the obtained equations are not
limited to fields near the crack tip and can get stresses and displacements away from that and
close to the boundaries. Although forms (2.16) to (2.19) are so complex, simplified equations
can be obtained for special cases. For example, for Y = 0, the profiles of non-zero stresses and
displacements are expressed as follows:
— for X ¬ a

σx = −B0σo U = −σo
E
B0X

V =
2σo
E

∞∑

n=0

An(−1)n(a2 −X2)n−1/2
(
a2 −X2 − 1 + ν

2
nX2

) (2.20)

— for X > a

σx = σo
∞∑

n=0

AnX(X2 − a2)n−3/2[X2 − a2 − (2n − 1)nX2]−B0σo

σy = σo
∞∑

n=0

AnX(X2 − a2)n−3/2[(4n + 1)(X2 − a2) + (2n− 1)nX2]

U =
σo
E

∞∑

n=0

An(X2 − a2)n−1/2[(1− ν)(X2 − a2)− (1 + ν)nX2]−
σo
E
B0X

(2.21)
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Likewise, in the case X = 0

σx = σo
∞∑

n=0

An(n + 1)(−1)nY (Y 2 + a2)n−3/2[2a2 + (2n+ 1)Y 2]−B0σo

σy = σo
∞∑

n=0

An(−1)nY (Y 2 + a2)n−3/2[2na2 − (2n + 1)(n − 1)Y 2]

V =
σo
E

∞∑

n=0

An(−1)n(Y 2 + a2)n−1/2[2a2 + Y 2(1− ν − n(1 + ν))] +
σo
E
B0νY

(2.22)

2.3. Calculation of the stress intensity

As mentioned, based on the principles of linear elastic fracture mechanics theory, the stress
and displacement fields near the crack tip have the same general forms for different boundary
conditions; but their value is a function of the stress intensity at the crack tip. In other words,
the stress intensity at the crack tip can be calculated from the fields of stress and displacements
near the crack tip. With regard to the first mode of fracture, the stress intensity KI can be
obtained from the stress field at Y = 0 and X ­ a as follows

KI = lim
r→0

σy
√
2πr r = X − a (2.23)

Now, using the dimensionless variable x = X/a, if (2.21)2 is used with the above equation, it
will be

KI = lim
x→1

σo
√
πa
∞∑

n=0

Anx√
x+ 1

[(4n + 1)(x2 − 1)n + (2n− 1)nx2(x2 − 1)n−1] (2.24)

or

KI = σo
√
πa[A0(1) +A1(3) +A2(0) + · · ·+An(0) + · · · ] (2.25)

As can be seen, despite numerous terms in series (2.21)2, the stress intensity at the crack tip is
related to the first two terms of the series. In the field of linear fracture mechanics, for cracked
problems with finite sizes, the so-called correction factor β is defined as the dimensionless ratio
of KI/σo

√
πa that includes the effect of boundary conditions and finite sizes. Hence, (2.25) can

be rewritten as follows

β =
KI

σo
√
πa
= A0 + 3A1 (2.26)

Likewise, the stress intensity factor can be obtained based on the displacement field at Y = 0
and X ¬ a

KI = lim
r→0

EV

4

√
2π
r

r = a−X (2.27)

in which E is Young’s modulus, and substituting (2.20)3 into (2.27) we have

KI

σo
√
πa
= lim

x→1

∞∑

n=0

Anx√
x+ 1

[(4n + 1)(x2 − 1)n + (2n − 1)nx2(x2 − 1)n−1] (2.28)

and thus

KI = σo
√
πa
[
A0(1) +A1

(1 + ν
2

)
+A2(0) + · · ·+An(0) + · · ·

]
(2.29)
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It should be noted that coefficients An in (2.25) and (2.29) are not necessarily identical, and
each will be obtained independently by fitting the curves of stress and displacements. But the
remarkable thing is that, as a result obtained by the stress field, this time also the stress intensity
is related to the first two terms of the displacement filed series. In other words, the first two
terms in series (2.20)3 to (2.22)3 or generally (2.16) to (2.18) are related to the fields near crack
tip, and the other terms describe the effects of boundary conditions on the fields away from the
crack tip. However, using (2.29), the correction factor will be obtained based on the displacement
field as follows

β =
KI

σo
√
πa
= A0 +

1 + ν
2

A1 (2.30)

3. Numerical modeling and verifications

In order to assess the applicability of the analytical series for the finite cracked plate, the nume-
rical models are provided in ABAQUS environment. In this context, the stress and displacement
profiles have been extracted from the results of the prepared numerical models for specific cases
discussed in Section 2 and using the technique of least-square curve fitting have been compared
with the analytical results. Finally, the results of this comparison are presented in tables and
charts. Figure 3 shows the geometric parameters of the finite cracked plate under uniaxial tensile
load. Next, the description of the numerical models has been offered.

Fig. 3. The finite plate with a central cracked under tension

3.1. Numerical modeling specifications

The numerical models have been made in ABAQUS environment using 4-node doubly curved
general-purpose shell elements S4R. After some mesh size sensitivity analysis, the proper finite
element mesh with 3600 elements and an adequate refinement near the crack tips is illustrated
in Fig. 4.
As can be seen from equations (2.23) to (2.30), the stress intensity is independent of the

material properties (E and ν) and the plate thickness t. The correction factor β is also only
related to the geometry of the plate. Therefore, several models of the square cracked plate
(L = W ) have been developed with different aspect ratios a/W = 0.2 ∼ 0.5. It should be
noted that in these models, the constant parameters are E = 200GPa, ν = 0.3, t = 1mm,
W = 200mm and all exterior edges are free to move in the plane.
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Fig. 4. Typical finite element mesh and crack tip detail

3.2. Stress and displacement fields of the finite and infinite cracked plates

Comparison of the normal stresses in the finite and infinite cracked plate is shown schemati-
cally in Fig. 2. In this Section, more complete and accurate comparison is made using the results
of the finite element models. For this purpose, normalized curves of the stress and displacement
profiles from the numerical models of the finite cracked plates are plotted against the existing
theory relations of the infinite cracked plates in Figs. 5 to 8.
Figure 5 is related to the stresses σx and σy at Y = 0 and X ¬ a. As can be seen, the general

form of the stress σx for the finite cracked plates is similar to that of the infinite cracked plate
that have been adapted to the conditions of zero stress at the free edges of the plate. But in the
case of the stress σy, the limited size of the plate effectively changes the form of the curves. As
expected, this effect is greater for plates with a larger relative crack length a/W . Moreover, with
increasing crack length, the stress σy is increased in areas near the crack tip which, based on the
principles of fracture mechanics, it is affected by increasing the stress intensity. But away from
the crack tip, that trend will be changed under the influence of boundary conditions so that
the tensile stresses at the free edges of the plate are unexpectedly increased with the increasing
relative crack length.

Fig. 5. Stress profiles at Y = 0 and X ­ a from numerical results of finite cracked plates (dash lines) in
comparison with theoretical profiles of the infinite cracked plate (solid lines)

According to Fig. 6, the general form of the curves for the displacement U in the finite
cracked plates is similar to that of the infinite cracked plate in both linear and nonlinear parts.
Likewise, in the case of crack opening displacement V , due to the remoteness of the free edges
of the plates, the boundary conditions have the least impact on the general form of the curves.
In terms of quantity, with the increasing relative crack length, the values of both displacements
U and V are expectedly increased so that even in the normalized curves (with respect to the
crack length), larger crack curves are above the smaller ones.
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Fig. 6. Displacement profiles at Y = 0 and X ­ a from numerical results of finite cracked plates
(dash lines) in comparison with theoretical profiles of the infinite cracked plate (solid lines)

Figure 7 shows the stresses σx and σy at X = 0. In the case of stress σx, all curves show
that the maximum compressive stress appears at the crack edge and decreases getting away
from that. Subsequently, the compressive stress reaches zero at a distance of about Y = 0.8a
and then with a change of sign, it goes into the tensile phase. As can be seen, the maximum
difference between the curves appears in the tensile phase so that for the infinite cracked plate,
the curve is directed toward the edges and finally approaches zero; but the curves related to the
finite cracked plates are upward near the edges and in most cases, the maximum tensile stress
occurrs at the edge. In the case of stress σy, a significant difference between the overall trend of
the curves related to the finite and infinite cracked plate cannot be viewed. The same result can
be seen for the displacement V at X = 0 in Fig. 8. Comparison of all stress and displacement
curves indicates that the finite sizes of the plate affect the general form of the stresses more than
the displacements. This effect is more for the plates with a larger relative crack length and the
maximum difference between the finite and infinite cracked plates occurs away from the crack
tip and near the outer boundaries.

Fig. 7. Stress profiles at X = 0 from numerical results of finite cracked plates (dash lines) in comparison
with theoretical profiles of the infinite cracked plate (solid lines)

On the whole, it can be said that the theory relations of the infinite cracked plate cannot
satisfy the boundary conditions of finite cracked plates. Also in terms of overall form of some
in-plane fields, those relations have considerable differences with the results of the finite cracked
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Fig. 8. Displacement profiles at X = 0 from numerical results of finite cracked plates (dash lines) in
comparison with theoretical profiles of the infinite cracked plate (solid lines)

plates. In this regard, the general forms of stresses and displacements fields are presented in
Section 2.2 and their application for the finite cracked plates will be examined in the following
Section.

3.3. Validation of the analytical approach

In order to validate the presented analytical approach, using the least-squares technique,
the curves of the series obtained in Section 2.2 are fitted to the stress and displacement profiles
derived from the numerical models for the finite plates. In the curve fitting, three relative crack
lengths of a/W = 0.2, 0.35, 0.5 are selected as small, medium and large cracks, and the minimum
terms of the series are chosen so that so-called coefficient of determination R2 with the precision
of three decimal places is equal to 1. The results are presented in Figs. 9 to 12 and the curve
fit parameters have been inserted into every curve, where R2 is the coefficient of determination
and N is the number of series terms used in the curve fitting. It should be noted that during
the curve fitting, the stress singularity at the tip of the crack can cause errors and reduce the
accuracy of the results. Therefore, as shown in Fig. 9, the normalized stress fields σx and σy at
Y = 0 and X ­ a are multiplied by the dimensionless term of

√
(X/a)2 − 1 to avoid the errors

and then the curve fitting has been done.
As can be seen, in all cases, the desired accuracy has been achieved only using a limited

number of the series terms. The same results of displacement fields for this zone are shown in
Fig. 10. By comparing Figs. 9 and 10, it can be seen that with the same accuracy in curve fitting,
the number of required terms for displacement fields are always less than the number of terms
needed for stress fields.
Figure 11 shows the curve fitting results of σx and σy at X = 0. As noted in Section 3.2, in

the tensile phase of stress σx, the overall trend of the curves related to the finite cracked plates
are different from the theory relations of the infinite cracked plate; but as can be seen in Fig. 11,
the obtained analytical series with only 3 terms are accountable for such a dissimilar trend and
with a high accuracy fit on the numerical results achieved for the finite cracked plates. In total,
for both stresses σx and σy, using 3 terms of the series gives the desired accuracy. Figure 12 also
represents the same results for the displacement fields at X = 0.

3.4. The stress intensity and correction factor

In Section 2.3, the stress intensity and, consequently, correction factor are obtained based
on the first two terms of the series related to the stress σy and displacement V at Y = 0. In this
Section, using the results of curve fitting, the correction factor has been attained from (2.26)
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Fig. 9. Theoretical series curves (solid lines) related to stress fields at Y = 0 and X ­ a fitted to
numerical results (symbols)

Fig. 10. Theoretical series curves (solid lines) related to displacement fields at Y = 0 fitted to numerical
results (symbols)

Fig. 11. Theoretical series curves (solid lines) related to stress fields at X = 0 fitted to numerical results
(symbols)
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Fig. 12. Theoretical series curves (solid lines) related to displacement fields at X = 0 fitted to numerical
results (symbols)

and (2.30) and is presented in Table 1 for three relative crack lengths of a/W = 0.2, 0.35, 0.5
in which the columns A0 and A1 contain the resulting coefficients of the curve fitting and the
column β represents the evaluated correction factors from (2.26) and (2.30). Moreover, in order
to validate the results, the related correction factors from Isida (1971) are presented in the
column βREF , and in the last column, the percentage difference between the results is provided.

Table 1. Correction factor from curve fitting process and the reference by Isida (1971)

a/W Field A0 A1 β βREF Error [%]

0.20 Sy(X, 0) 1.05860 −0.00076 1.05633 1.055 0.13
V (X, 0) 1.05496 −0.00153 1.05397 1.055 0.10

0.35 Sy(X, 0) 1.18793 −0.00762 1.16507 1.170 0.38
V (X, 0) 1.17125 −0.00944 1.16511 1.170 0.38

0.50 Sy(X, 0) 1.41167 −0.03556 1.30498 1.334 2.18
V (X, 0) 1.35431 −0.03491 1.33162 1.334 0.18

As can be seen, the analytical results of the present paper agree well with the results of Isida
(1971). The maximum difference is 2.18%. It is also observed that for different crack lengths,
the calculated correction factors based on the displacement filed are always more accurate than
the stress filed because firstly, the displacement at the crack tip is not singular as the stress field
and secondly, in the finite element method, the obtained displacement fields are continuous at
the boundaries of elements while there is no such continuity for the stress fields.

4. Conclusion

Since there is no closed form solution for finite cracked plates, in this paper, the general forms
of stress and displacement fields of the finite cracked plate are achieved by expanding potential
functions of an infinite cracked plate about the crack tip. In addition to analytical relations,
numerical models of the finite cracked plate with different crack lengths have been provided in
ABAQUS environment. Based on the numerical results, the stress and displacement profiles are
plotted against the existing theory relations of infinite cracked plates. The plotted curves show
that finite sizes of the plate affect the general form of stresses more than displacements, and the
maximum difference between the finite and infinite cracked plates occurs away from the crack
tip and near the outer boundaries. The observed difference indicates that the theory relations of
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the infinite cracked plate cannot satisfy the boundary conditions of the finite cracked plates and
also in terms of overall form of some in-plane fields, those relations have considerable differences
with the results of the finite cracked plates.
Accordingly, using the least-squares curve fitting, the obtained theoretical series for stresses

and displacements of the finite cracked plates have been compared with the finite element results.
The presented results indicate that the obtained analytical series with a limited number of terms
are accountable for such a dissimilar trend and with a high accuracy fit to the numerical results
achieved for the finite cracked plates. For example, the coefficient of determination R2 with
precision of three decimal places is equal to 1 by choosing only 7 terms of the series for singular
stresses and 3 terms for other stress and displacement fields.
Moreover, by calculating the stress intensity on the basis of stress and displacement series,

it has been shown that the stress intensity and the related correction factor β are related to
the first two terms of the series. Using the analytical relations with the results of curve fitting,
the correction factors have been attained for some relative crack lengths and compared with the
results of Isida (1971). The comparison shows that the analytical results of the present paper
agree well with the results of Isida (1971), and the maximum difference is 2.18%.
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The paper presents a theoretical parametric study into latent heat thermal energy storage
(LHTES) employing polymeric hollow fibres embedded in a phase change material (PCM).
The polymeric hollow fibres of five inner diameters between 0.5mm and 1.5mm are con-
sidered in the study. The effectiveness-NTU method is employed to calculate the thermal
performance of a theoretical LHTES unit of the shell-and-tube design. The results indicate
that the hollow fibres embedded in a PCM can mitigate the drawback of low thermal con-
ductivity of phase change materials. For the same packing fraction, the total heat transfer
rates between the heat transfer fluid and the PCM increase with the decreasing diameter
of the hollow fibres. This increase in the heat transfer rate and thus the efficiency of the
heat exchange to some extent compensate for the energy consumption of the pump that also
increases with the decreasing fibre diameter.

Keywords: polymeric hollow fibre, heat exchanger, latent heat thermal energy storage, phase
change materials

1. Introduction

The polymeric hollow fibre heat exchanger (PHFHE) is a relatively novel type of heat exchanger
that employs thin-wall polymeric fibres for separation of heat transfer fluids. The hollow fibres
can be produced by the extrusion process from a variety of polymers such as polypropylene
(PP), polyethylene (PE), polyether ether ketone (PEEK) as well as from certain polymers with
increased conductivity. The PHFHEs are an alternative to conventional metal heat exchangers
for low temperature applications (Zarkadas and Sirkar, 2004).
A number of heat transfer devices was constructed and tested for both liquid and gaseous

heat transfer fluids. One of the most common designs of a PHFHE is the one similar to the
shell-and-tube heat exchanger. The PHFHEs have rather high ratios between the heat transfer
area and the volume (around 1400m2/m3). Zarkadas and Sirkar (2004) reported the overall heat
transfer coefficients of these devices between 647W/m2K and 1 314W/m2K for water-to-water
heat transfer application. It was shown that the overall conductance per unit of volume of the
PHFHE (around 1.2 · 106W/m3K) is larger than in the case of conventional metallic shell-and-
-tube exchangers and slightly less than in the case of the plate heat exchangers. Song et al.
(2010) presented a lab study aimed at the use PHFHEs in the thermal desalination process.
The metallic heat exchangers suffer from corrosive behaviour of salt water while the plastics
withstand salt water quite well. The two experimental lab-scale PHFHEs were of the shell-and-
-tube design and contained solid polypropylene hollow fibres (950 and 2750, respectively) with
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the outer diameter of 0.58mm and the wall thickness of 0.075mm. The experimental PHFHEs
had large values of packing fraction (0.59 and 0.63, respectively) and the surface area/volume
ratios of 3061m2/m3 and 3290m2/m3, respectively. The heat transfer performance of the
PHFHEs was studied for a hot brine (80◦C to 98◦C) – cold water (8◦C to 25◦C) system as
well as for a steam (101◦C to 113◦C) – cold water (8◦C to 25◦C) system as these systems
are typically encountered in thermal desalination plants. The overall heat transfer coefficient
as high as 2000W/m2K was achieved, which was close to the limiting value imposed by the
PP wall thickness (2660W/m2K). The overall conductance per unit of volume was around
6.1 · 105-3.5 · 106W/m3K, which is higher than that of metallic shell-and-tube heat exchangers
and comparable with the best plate heat exchangers.
The present paper deals with a theoretical study aimed at application of PHFHEs in the

latent heat thermal energy storage. The polymeric hollow fibres embedded in a phase change
material (PCM) represent a way to increase the heat transfer rates between the heat transfer
fluid (HTF) and the PCM. The analysis has been performed for a PCM-water latent heat thermal
energy storage (LHTES) unit of the shell-and-tube design where the tubes are polymeric hollow
fibres and the shell is filled with a PCM.

2. Fluid flow and heat transfer in polymeric hollow fibres

The polymeric hollow fibres have the inner diameter of around 10−3m. Therefore, the fluid flow
and heat transfer in hollow fibres is essentially the fluid flow and heat transfer in minichannels as
classified by Kandlikar and Grande (2003) where the minichannels were channels with diameter
between 200 µm and 3mm. The fluid flow in minichannels is characterized by low Reynolds
numbers. A number of correlations for minichannels and microchannels can be found in Tullius
et al. (2012). It has been shown that the fluid flow and heat transfer in minichannels is in a
good agreement with the criteria established for channels of much larger diameters (Herwig and
Hausner, 2003; Celata et al., 2006; Dutkowski, 2008). A significant deviation could occur in
microchannels of very small diameters – only a few micrometers. Such channel diameters are
close to the free mean path of the molecules where the assumption of continuum in the case
of fluid flow no longer applies. However, the polymeric hollow fibres used in the PHFHEs do
not have the inner diameter of less than 0.1mm (100µm) and the assumption of the continuum
for heat and mass transfer is valid. Also, the decreasing diameter of a channel translates into
increasing pressure drop. Since the pressure drop significantly influences operating costs of heat
exchangers, the fluid velocities in the polymeric hollow fibres need to be rather small to achieve
reasonable pressure drops. Figure 1 shows the pressure drop of 1meter length of the hollow fibres

Fig. 1. Pressure drop as a function of the channel diameter and water velocity
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of five inner diameters between 0.5mm and 1.5mm. The Reynolds number for all the cases was
Re ¬ 2000, which means laminar flow. The Nusselt number in the case of the laminar flow only
depends on the boundary condition; a constant heat flux or a constant wall temperature. The
Nusselt number is defined as Nu = hd/k where h is the heat transfer coefficient, d is the inner
diameter and k is the thermal conductivity of the fluid. The Nusselt number for laminar flow
in a circular channel is Nu = 4.36 for the constant heat flux through the wall of the channel
and Nu = 3.66 for constant wall temperature (Incropera et al., 2006). It can be concluded
from the definition of the Nusselt number that the heat transfer coefficient increases rapidly for
channel diameters below 1mm (microchannels). However, it is important to not overestimate
the influence of heat transfer coefficient on the overall heat transfer rates.

3. Hollow fibres embedded in phase change materials

The phase change materials (PCMs) as the media for LHTES have received a lot of attention
in the last two decades (Oró et al., 2012; Sharma et al., 2009; Zalba et al., 2003). In contrast
to sensible heat storage, the phase change of a material offers a relatively high thermal storage
capacity and energy storage density in a narrow temperature interval around the temperature of
the phase change. Nonetheless, the practical application of the PCMs in LHTES is still relatively
limited. One of the reasons is rather low thermal conductivity of most PCMs (Jegadheeswaran
and Pohekar, 2009). Many possibilities to increase the heat transfer rates between the heat
transfer fluid (HTF) and the PCM have been proposed; from extended heat transfer surfaces
(Al-Abidi et al., 2014; Kozak et al., 2014) to metal foams (Zhao et al., 2010) and to nanoparticles
(Raam Dheep and Sreekumar, 2014). This paper discusses the potential use of polymeric hollow
fibres embedded in a PCM as a way to increase the heat transfer rates between the PCM and
the heat transfer fluid. Five inner diameters of hollow fibres are considered: 0.5mm, 0.75mm,
1mm, 1.25mm and 1.5mm. The wall thickness of the fibres is proposed in a way to achieve
the same hoop stress in the wall of the fibre for the same HTF pressure. This assumption leads
to a constant ratio between the outer and the inner diameter of the fibre and consequently to
the same value of the thermal resistance of heat conduction through the fibre wall (per unit of
length).

Fig. 2. Polymeric hollow fibres embedded in the PCM

Figure 2 shows a schematic view of polymeric hollow fibres embedded in a phase change
material. The theoretical analysis presented in this paper focuses on the thermal performance of
such an arrangement in thermal energy storage. The hexagonal pattern of the hollow fibres was
considered as shown in Fig. 3. In this pattern, the distance between any two adjacent hollow
fibres is the same since the distances of the fibres are the sides of equilateral triangles. The
distance of the fibres, called the pitch and marked PT in Fig. 3, is usually expressed in relation
to the diameter of the tube (polymeric hollow fibre in this case). The ratio between the pitch PT
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and the outer fibre diameter D in the design of the conventional fluid-to-fluid shell-and-tube heat
exchangers is between 1.25 and 1.5. This is equivalent to the packing fraction (the ratio of the
tube bundle cross section area to the shell cross section area) between 0.58 (for PT /D = 1.25)
and 0.4 (for PT /D = 1.5).

Fig. 3. Hexagonal arrangement of the fibres

Various combinations of the fibre inner diameter d and the fibre pitch PT produce values of
the heat exchanger area density between 548m2/m3 and 2 369m2/m3, see Fig. 4. The situation
in Fig. 4 applies to fluid-to-fluid heat exhangers. It shows that it is possible to reach high thermal
performance with a small volume of the heat exchanger with the use of hollow fibres, because
a decrease in the fibre diameter leads to a simultaneous increase in the heat transfer coefficient
and the area density. However, the largest value of area density is reached for the combination of
the minimal fibre diameter and the smallest fibre pitch. Hence, a very small volume of the phase
change material remains around the fibres. This significantly reduces the overall thermal storage
capacity of LHTES units with this design. Therefore, the packing fraction of the shell-and-
-tube LHTES units with PCMs needs to be much smaller than in the case of the shell-and-tube
heat exchangers for fluid-to-fluid heat transfer. In the present study, the ratio PT /D = 10 that
provides much larger volume and thus overall thermal capacity of the PCM is used. In general,
the smaller the PT /D ratio the higher overall heat transfer rates between the PCM and the
heat transfer fluid can be achieved. An optimal PT /D ratio would depend on the purpose and
operating conditions of the LHTES unit.

Fig. 4. Area density for different fibre diameters and PT /D ratios
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The presented parametric study takes into account both the heat transfer in the hollow fibres
and the amount of stored energy. Several assumptions and simplifications have been adopted
in the study. The phase change of the PCM is considered isothermal (taking place at constant
temperature). This assumption has frequently been adopted by other authors, e.g. Aadmi et
al. (2015), Hu and Patniak (2014), Zivkovic and Fuji (2001). The amount of the heat storage
material belonging to one hollow fibre has been calculated from the hexagonal section (grey area
in Fig. 3) and the length of the fibre. The thickness of the melted/solidified layer of the PCM
along the length of the fibre is considered to be constant. The analysis of the thermal behaviour
of hollow fibres in the LHTES unit has been based on the ε-NTU methodology (Tay et al.,
2012) where the thermal performance characteristics of a heat exchanger are described by the
equations

ε = 1− e−NTU NTU = ln
( 1
1− ε

)
(3.1)

where ε is the heat exchanger effectiveness and NTU is the Number of Transfer Units. Since the
phase change occurs at a constant temperature Tmelt , the medium with minimal heat capacity
rate Cmin is the heat transfer fluid. The heat exchanger effectiveness thus represents the efficiency
of charging (or discharging) of heat by means of the HTF, and it can be expressed by the following
equation

ε =
Tin − Tout
Tin − Tmelt

(3.2)

where Tin is the HTF inlet temperature, Tout is the HTF outlet temperature and Tmelt is PCM
melting temperature. The heat transfer rate used for charging/discharging is calculated from
the parameter NTU, which is defined as

NTU =
UA

Cmin
(3.3)

where U is the overall heat transfer coefficient, A is the heat transfer area and Cmin is the minimal
heat capacity rate, which is the product of mass flow rate ṁHTF and the specific heat cHTF of
the HTF, Cmin = ṁHTFcHTF.
The UA parameter is derived from the thermal storage geometry and the physical properties

of the HTF and it is equal to the inverted value of the overall thermal resistance. Three thermal
resistances are taken into account in the parametric study. The first one is the convective thermal
resistance inside the hollow fibre, based on the heat transfer coefficient for the fully developed
laminar flow with the constant wall temperature (Nu = 3.66). The second thermal resistance
is the conductive resistance of the fibre wall. Finally, the third resistance is the heat transfer
resistance through the solid PCM material which built up around the fibre surface during the
discharge of heat from thermal energy storage. The resistance of the melted PCM around the fibre
surface would be used in the case of charging of the thermal storage. The thermal resistance of
the melting/solidification front is neglected and the UA value has been calculated using following
equation

1
UA
=
∑

i

Ri =
1

hinπdL
+
ln Dd
2πkwL

+
ln DPCMD

2πkPCML
(3.4)

where hin is the heat transfer coefficient inside the fibre, d is the inner diameter of the hollow
fibre, L is the fibre length, D is the fibre outer diameter, kw is the thermal conductivity of the
fibre wall, DPCM is the diameter on which the melting/solidification front is located and kPCM is
the thermal conductivity of the solid PCM surrounding the fibre.



1290 J. Hejč́ık et al.

4. Results and discussion

Quasi-steady-state thermal calculations have been carried out for comparison of several hollow
fibre diameters in the LHTES unit. The heat loss to the ambient environment is neglected as is
a common assumption in theoretical studies (Belusko et al., 2012; Pinnau and Breitkopf, 2015;
Daugenet-Frick et al., 2015). The study focuses on heat transfer between the HTF and the PCM
and not on the overall thermal performance of an actual LHTES unit, so it has been justifiable to
assume an adiabatic shell of the unit. Nevertheless, it needs to be emphasized that the heat loss
to the ambient environment can significantly influence the real-life operation of LHTES units.
The internal volume of the LHTES unit is considered 1m3 and the PHFHE consisted of 1m long
fibres that are assembled in the hexagonal pattern (Fig. 3) with the pitch PT /D = 10. Therefore,
the packing fraction is the same for all fibre diameters and the LHTES unit contains the same
weight of PCM in all studied cases. The calculations start with the LHTES unit containing the
liquid PCM at the melting temperature. The heat stored in the unit is discharged by water
flowing through the hollow fibres (the water flow rate was 60 ℓ/min). The initial condition is
DPCM = D at the time t = 0, which means the PCM thermal resistance is equal to zero. The
calculations have been performed with the time step ∆t = 30 s. The input data for calculations
and the considered parameters of the LHTES unit are presented in Tables 1 and 2.

Table 1. LHTES unit parameters

Parameter
Simulation

1 2 3 4 5

d 0.5mm 0.75mm 1mm 1.25mm 1.5mm
D 0.7mm 1.05mm 1.4mm 1.75mm 2.1mm
PT 7mm 10.5mm 14mm 17.5mm 21mm
Number of fibres 23 565 10 473 5 891 3 770 2 618

Table 2. Calculation inputs and parameters

PCM properties

Melting temperature Tmelt 30◦C
Latent heat 200 kJ/kg
Density 760 kg/m3

Thermal conductivity (solid) kPCM 0.2W/mK
HTF – water

Inlet temperature Tin 25◦C
Flow rate ṁHTF 60 ℓ/min

Fibre material

Thermal conductivity 0.18W/mK
Volume 1m3

Amount of PCM 753 kg
Latent heat capacity 1.5GJ
Packing fraction 0.009

Figure 5 shows the time needed to discharge heat from the LHTES unit in the case of five
hollow fibre diameters. It is evident that the LHTES unit with the small diameter fibres is
more efficient as it takes less time to solidify all the PCM. This corresponds with the results
presented in Fig. 6 that shows the heat exchanger efficiency as a function of the solid fraction.
The heat transfer efficiency of the small diameter fibres remains high during the entire heat
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Fig. 5. Time vs. solid fraction for different fibre diameters

Fig. 6. Heat exchanger efficiency and outlet water temperature as functions of the solid fraction

discharge process. It is the result of very high heat transfer area of the hollow fibres with the
small diameter which are surrounded by quite a thin layer of the PCM.
The efficiency of the heat exchanger influences the outlet temperature of the water as can be

seen in Eq. (3.2). Even when the solidification of the PCM takes place at a constant temperature,
as assumed in this study, the outlet water temperature changes during the heat discharge process,
see Fig. 6. This fact can have significant consequences for real-life operation of LHTES. One of
the advantages of LHTES is that heat is stored and released in a narrow temperature interval
around the melting point of the heat storage medium (PCM). If there is a certain requirement
on the minimum outlet temperature of the HTF, the total thermal storage capacity of a LHTES
unit may not be utilized as the HTF outlet temperature drops below the required value during
discharge of heat.
A high efficiency of the heat exchanger with small diameter fibres is countered by a higher

pressure drop. The pressure drop in the case of 0.5mm hollow fibres is almost 9 times higher
than that in the case of 1.5mm fibres. This translates into an increase in the pump power for
the same water flow rates and the same packing fraction. Figure 7 shows the pump power as a
function of the flow rate for the considered LHTES unit. The pump power has been obtained as

Pp =
V̇ ∆p

η
(4.1)
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Fig. 7. Pump power as a function of the water flow rate

where V̇ is the volumetric flow rate, ∆p is the pressure drop and η is the efficiency of the pump.
For the sake of comparison, a constant efficiency of the pump η = 0.85 is considered in all cases.
Though the required pump power increases with the decreasing inner diameter of the fibre. A
better efficiency of the heat exchangers with small diameters of the fibres reduces the overall
energy consumed by the pump during a heat storage cycle. As can be seen in Fig. 5, the time
needed to discharge the heat from the heat storage unit is much shorter in the case of 0.5mm
fibres than in the case of 1.5mm fibres.

Fig. 8. Pump power as a function of the channel diameter

Figure 8 shows the energy consumed by a pump during the heat discharge period. The energy
is obtained as

E =
t∫

0

Pp dt (4.2)

where t is the time needed for the discharge of the heat from the LHTES unit and Pp is the pump
power given by Eq. (4.1). As can be seen in Fig. 8, the curves of energy consumption have a
minimum for certain diameters of the hollow fibres. A parameter similar to COP can be defined
as a ratio between the amount of heat charged into and/or discharged from the LHTES unit
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and the energy consumed by the pump. Such a parameter can then be used in multi-criterion
optimization of the design of the LHTES units with polymeric hollow fibres.
The presented parametric study is relatively simple but it shows the potential of the poly-

meric hollow fibre heat exchangers in the latent heat thermal energy storage. There are many
obstacles to overcome in design and manufacturing of such units, e.g. LHTES units containing
tens of thousands of hollow fibres would be both difficult and costly to produce. For these re-
asons, the small units for short-term thermal energy storage with high heat storage and heat
release rates seem to be a more promising area of application of PHFHE than the large-scale
thermal energy storage. One area of application could be automotive industry where various
ways of LHTES have been studied in the last several years (Kim et al., 2010; Javani et al., 2014;
Kauranen et al., 2010).

5. Conclusions

The polymeric hollow fibre heat exchangers (PHFHEs) provide a large surface area density
that can compensate for the small thermal conductivity of phase change materials (PCMs) in
the latent heat thermal energy storage (LHTES). Moreover, PHFHEs are resistant to corrosive
behaviour of some PCMs and heat transfer fluids. The results of the conducted parametric study
are in line with the expectations and they indicate strengths and weaknesses of the PHFHE in
LHTES in terms of heat transfer between the heat transfer fluid and the PCM. The efficiency of
the PHFHE in LHTES decreases with the increasing solid fraction of a PCM. For the constant
mass of a PCM, constant length of the hollow fibres and constant packing fraction, the heat
transfer rates and the efficiency increase with the decreasing diameter of the hollow fibres. An
increase in the packing fraction leads to an increase in the heat transfer rates but at the expense
of decreasing energy storage density. For a constant packing fraction, the diameter of the hollow
fibre can be found that provides the maximum ratio between the stored heat and the pump
energy.
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The wave motion equations of a tapered beam with respect to axial, torsional and flexural
deformations are deduced including the transmission and waveguide equations. Combining
the force equilibrium and displacement coordination conditions at the junction, we obtain
the relation between the wavenumber and frequency, and the band gap properties of periodic
tapered beam structures by the Bloch theorem. The modeling accuracy and efficiency of the
traveling wave method are verified by the finite element method. The band gap properties
of periodic tampered and uniform beam structures are analyzed and compared for the same
materials and lengths as well as the same volumes.
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1. Introduction

In the field of space technology, the majority of structures are complex structures, such as truss
structures, frame structures and honeycomb sandwich plate structures. The basic elements of
these structures are rods, beams, and plates, etc. For the convenience of manufacturing, most
structures are usually built by these basic elements into periodic structures. The wave-bearing
properties of periodic structures are governed by their geometries. Wave motion in periodic
structures exhibits characteristic frequency intervals called pass and stop bands over which
wave motion can or can not occur, respectively. There may be an opportunity to tailor materials
to achieve desired band gap characteristics, such that wave propagation is prevented in specified
frequency ranges. Therefore, the research on the band gap properties of periodic structures is
of significance for vibration isolation design and control of the actual structures in practical
engineering.
The analysis of band gap properties of periodic structures dates back to the investigations

by Brillouin (1953). He deduced the relation between frequency and wavenumber to describe
band gap properties of periodic structures: electric filters and crystal lattices. While since 1960s,
the periodic structures consisting of beam-type elements have been attracting great attention in
the mechanics and engineering technologies. Many different methods were applied to study the
elastic wave propagation in beam-type periodic structures, including lump mass method in Wang
et al. (2005), transfer matrix method in Li and Wang (2005) and Yu et al. (2012), plane wave
expansion method in Wang et al. (2007), finite element method in Denys (2009) and Liu and
Gao et al. (2007), boundary element method in Li et al. (2013), spectral element method in Wen
et al. (2014) and Wu et al. (2015) and reverberation-ray matrix method in Guo and Fang (2013).
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Based on the Euler-Bernoulli theorem, Wen et al. (2005) calculated the band gap properties of
flexural waves of periodic binary straight beam structures by the plane wave expansion method
and the vibration attenuation spectra of a finite sample by the finite element method. A novel
vibration isolation structure is designed by using band gap properties of flexural waves. Doyle
(1989) proposed an analyticsl spectral element method to obtain accurate wave solutions in the
frequency domain based on the vibration equations.
The existing researches on band gap properties of beam-type periodic structures mainly ha-

ve two aspects of shortcomings. One shortcoming is that the methods lack enough accuracy
or versatility. The spectral element method does not have exact wave solutions for all complex
structures. Therefore, it is generally used to address band gap properties of one-dimensional
periodic structures. The finite element method discretizes a continuous structure into a struc-
ture with limited degrees of freedom, which results in a discrete error. The displacement of each
member is described by the specified interpolation function. This simplification causes the inter-
polation error. Due to these errors, the finite element method has large errors for in dynamical
analysis of the structures. The other shortcoming is that all mentioned references are based on
uniform beams, rarely based on tapered beams. A tapered beam has changeable stiffness along
the axial direction due to variable sectional area. They can improve strength and reduce weight
for space applications. In addition, they have changeable flexural wavenumber varying with the
sectional area. This paper combines the exact traveling wave method with the Bloch theorem
to investigate the band gap properties of tapered periodic structures.
The layout of the paper is as follows. First, the traveling wave model of a tapered beam is

established. Then, based on the model and Bloch theorem, the relation between wavenumber
and frequency is deduced. Finally, simulations to verify the traveling wave model and analysis
of the band gap properties of periodic tapered and uniform beam structures are presented.

2. Traveling wave model of the tapered beam

The vibration of structures can be considered as superposition of different frequencies and modes
of elastic waves. The Fourier transform of each mode of elastic waves is called a wave mode. The
different wave modes are related to different frequencies and coupled by both the transmission
relation of a member and the scattering relation of a junction. The dynamical characteristics of
the overall structures can be described by assembling all wave modes of members.

2.1. Traveling wave model of a member

We define the coordinate systems for a member as shown in Fig. 1. x′y′z′ is the global
coordinate system, and xyz is the local coordinate system.

Fig. 1. Coordinate systems of a member

In Fig. 1, wl and wr are the left and right traveling wave modes of the member, respectively.
In the local coordinate system, the right traveling waves propagate along the x-axis in the
positive direction. x1 and x2 are position coordinates of the endpoints of the tapered beam and
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the subscripts 1 and 2 indicate the number of endpoints of the junction. N is the axial force, T is
the torsion with respect to x-axis, and Q is the transverse force, F (ω) is the external stimulation.
The displacement and force of the member in the global coordinate system are expressed by

P =

{
U
F

}
=Mt

{
u
f

}
=MtY(x, ω)

{
wl
wr

}
(2.1)

where U and F are the displacement and force vectors in the global coordinate system, and u
and f are the displacement and force vectors in the local coordinate system, respectively. Mt is
the coordinate transformation matrix between the global and local coordinate systems, Y(x, ω)
is the state transfer matrix and ω is the frequency of the external stimulation.
The wave modes of the endpoints of the tapered beam are related by a transmission matrix
{
wl
wr

}

|x2
= τ(x2, x1, ω)

{
wl
wr

}

|x1
(2.2)

where τ(x2, x1, ω) is the transmission matrix characterizing the variations of the amplitudes and
phases of each traveling wave. The waveguide and transmission equations (Eqs. (2.1) and (2.2))
are together called the traveling wave model of the member.
Based on the Euler-Bernoulli beam theory in Riedel and Kang (2006), the specific forms of

above equations of the tapered beam are derived in the following.

2.2. Waveguide equations of the tapered beam

Generally, the beam structure contains three types of wave modes: axial wave mode, torsional
wave mode and flexural wave mode. The thin and straight tapered beam shown in Fig. 1 is
assumed to be the ideal elastomer. Then, the length of the beam is l = x2−x1, and the sectional
area of a tapered beam A(x) is a function of x. This function is assumed to be A(x) = A0x2/a2,
where a is the variation factor of the sectional area, A0 is the standard sectional area of the
referenced uniform beam in Riedel and Kang (2006).

2.2.1. Axial waveguide equation

The force analysis of the tapered beam with respect to stretching and compression deforma-
tions is shown in Fig. 2. The force equilibrium equation of an infinitesimal unit is

ρ
1
2
[A(x+ dx) +A(x)] dx

∂2u

∂t2
=
(
N +

∂N

∂x
dx
)
−N = E∂A(x)u

∂x
dx (2.3)

where ρ is density, and u(x, t) is the axial displacement.

Fig. 2. Axial deformation of the tapered beam

The coefficient of the quadratic differential term of u in Eq. (2.3) must be simplified to
obtain analytical wave solutions. We adopt Taylor series expansion of A(x + dx) to obtain the
approximation relation
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[A(x+ dx) +A(x)]dx ≈ 2A(x)dx + ∂A(x)
∂A(x)

d2x (2.4)

By omitting the second-order terms of dx in Eq. (2.4), we can further simplify Eq. (2.3) as

ρA(x)dx
∂2u(x, t)
∂t2

= EA(x)
∂2u(x, t)
∂x2

dx+ E
∂u(x, t)
∂x

dA(x)
dx

dx (2.5)

where E is the elasticity modulus. With separation of variables u(x, t) = û(x, ω)ejωt, the equation
of motion of the axial wave is given by

∂2û

∂x2
+
2
x

∂û

∂x
+
ρω2

E
û = 0 (2.6)

The general solution to Eq. (2.6) is

û(x, ω) = ul + ur =
cul
kαx
exp

[
j
(
kαx−

π

2

)]
+
cur
kαx
exp

[
−j
(
kαx−

π

2

)]
(2.7)

where ul and ur are the undetermined left and right axial traveling wave modes, respectively.
The axial wavenumber kα =

√
ρω2/E depends on the density, elasticity modulus and frequency

except the sectional area.
Based on Eq. (2.7), the waveguide equation is expressed by

{
û
N

}
=




1 1

−EA
x
+ jkαEA −EA

x
− jkαEA




{
ul
ur

}
(2.8)

The corresponding transmission equation of wave modes is
{
ul
ur

}

|x=x2
= diag

(x1
x2
ejkαl,

x1
x2
e−jkαl

){ul
ur

}

|x=x1
(2.9)

2.2.2. Torsional waveguide equation

Fig. 3. Torsional deformation of the tapered beam

The torsional motion of the tapered beam is shown in Fig. 3, where ψ(x, t) indicates the
angle with respect to the x-axis. The moment equilibrium equation of the infinitesimal unit is
given as

ρIp(x)dx
∂2ψ(x, t)
∂t2

= T (x+ dx)− T (x) = ∂T (x, t)
∂x

dx

T = GIp
∂ψ

∂x

(2.10)

where IP is the polar moment of inertia of the section and G is the shear modulus.
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Setting ψ(x, t) = φ(x, ω)ejωt, we can obtain the torsional motion equationas follows

∂2φ

∂x2
+
4
x

∂φ

∂x
+
ρω2

G
φ = 0 (2.11)

In a similar way, the waveguide equation of the torsional wave is

{
φ
T

}
=




1 +
j
ktx

1− j
ktx(

−3
x
− 3j
ktx2
+ jkt

)
GIP

(
−3
x
+
3j
ktx2
− jkt

)
GIP




{
φl
φr

}
(2.12)

where φl and φr are the undetermined left and right torsional traveling wave modes, respectively.
The torsional wavenumber kt =

√
ρω2/G is related to the density, shear modulus and frequency,

and is independent of the sectional area.
The transmission equation of the torsional wave is described as
{
φl
φr

}

|x=x2
= diag

(
x21
x22
ejktl,

x21
x22
e−jktl

){
φl
φr

}

|x=x1
(2.13)

2.2.3. Flexural waveguide equation

The flexural stress analysis of the tapered beam is shown in Fig. 4, where wy(x, t) is the
y-axis deflection of the beam, Iz =

∫
A y
2 dA indicates the moment of inertia of the section with

respect to the z-axis. Mz is the bending moment with respect to the z-axis and the distribution
force is q = ∂2Mz/∂x

2. The force equilibrium equation of the flexural motion of the infinitesimal
element in the plane xy is

∂2

∂x2

(
EIz

∂2wy(x, t)
∂x2

)
= ρA

∂2wy(x, t)
∂t2

(2.14)

Fig. 4. Flexural deformation of the tapered beam

With the expression of wy(x, t) = ŵy(x, ω)ejωt, Eq. (2.14) yields the wave equation of motion

x2
∂4ŵy
∂x4
+ 8x

∂3ŵy
∂x3
+ 12x2

∂2ŵy
∂x2
− 4πa

2ρω2

EA0
ŵy = 0 (2.15)

The general solution to Eq. (2.15) is

ŵy = wy1 + wy2 + wy3 + wy4 (2.16)

where
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wy1 =
cy1
5
√
x4
exp

[
j
(
2kzx− π

4

)]
wy2 =

cy2
5
√
x4
exp

(
2kzx− jπ4

)

wy3 =
cy3
5
√
x4
exp

[
−j
(
2kzx− π

4

)]
wy4 =

cy4
5
√
x4
exp

(
−2kzx− jπ4

)

Differently from the wavenumber of axial and torsional wave modes, the wavenumber of the
flexural wave mode kz = 4

√
ρAω2/(EIz) not only depends on the density, frequency, elasticity

modulus and moment of inertia of area, but also on the sectional area. Therefore, the wavenum-
ber of flexural wave mode of the tapered beam varies with the sectional area. For convenient
calculation, the position variable of the section x is separated from kz, i.e. kz = k′z/

√
x, where

k′z =
4
√
4πa2ρω2/(EA0) is a constant.

Then, the waveguide equation of the flexural wave mode is




ŵy
ϕz
Vy
Mz




=




1 1 1 1
ay1 + jay2 ay1 + ay2 ay1 − jay2 ay1 − ay2
m31 m32 m33 m34
m41 m42 m43 m44








wy1
wy2
wy3
wy4





(2.17)

where m31 = EIz(ay3 − jay4 − ay5 + ja3y2), m32 = EIz(ay3 − ay4 + ay5 − a3y2), m33 = EIz(ay3 +
jay4−ay5− ja3y2), m34 = EIz(ay3+ay4+ay5+a3y2), m41 = EIz[−(9ay1/(4x))− (3jay2/x)−a2y2],
m42 = EIz[−(9ay1/(4x)) − (3ay2/x) + a2y2], m43 = EIz[−(9ay1/(4x)) + (3jay2/x) − a2y2],
m44 = EIz[−(9ay1/(4x)) + (3ay2/x) + a2y2], and ϕz = ∂ŵy/∂x is the bending angle with respect
to the z-axis and Vy = EIz∂3ŵy/∂x3 is the shear force with respect to the y-axis. Some coeffi-
cients in Eq. (2.17) are ay1 = −5/(4x), ay2 = k′z/

√
x, ay3 = 585/(64x3), ay4 = 177k′z/(16

√
x5),

ay5 = 21k′z
2/(4x2). The transmission equation of the flexural wave modes is

{
wl
wr

}

|x=x2
= diag

(
ay6e2jk

′
zay7 , ay6e2k

′
zay7, ay6e−2jk

′
zay7 , ay6e−2k

′
zay7

){wl
wr

}

|x=x1
(2.18)

where wl = {wy1, wy2}T, wr = {wy3, wy4}T, ay6 = 4

√
x51/x

5
2, ay7 =

√
x2 −
√
x1.

Due to flexural deformation of the beam with the circular cross-section, in the plane xy
and xz there is rotational symmetry with respect to x-axis. Similarly, ky = k′y/

√
x, where

k′y =
4
√
4πa2ρω2/(EA0) is a constant. The waveguide equation and the transmission equation of

wave modes in the plane xz are obtained just replacing Iz and kz by Iy and ky.

2.2.4. Spatial beam element

As the wave motion couples the axial, torsional and flexural wave modes, the corresponding
u, f , wl and wr in Eq. (2.1) can be defined by

u =
{
û ŵy ŵz φ ϕy ϕz

}T
f =

{
N Vy Vz T My Mz

}T

wl =
{
ul wy1 wz1 φl wy2 wz2

}T
wr =

{
ur wy3 wz3 φr wy4 wz4

}T (2.19)

For the sake of simplicity, the state transfer matrix of tapered beam is described as

Y =

[
Yul Yur
Yfl Yfr

]
(2.20)

where Yul, Yur, Yfl and Yfr can be obtained by Eqs. (2.8), (2.12) and (2.17).
The transmission matrix of the spatial tapered beam is obtained as

t(x2, x1, ω) =

[
t′(x2 − x1) 0
0 t′(x1 − x2)

]
(2.21)

where t′(x2 − x1) and t′(x1 − x2) can be founf from Eqs. (2.9), (2.13) and (2.18).
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3. Band gap properties of periodic tapered beam structure

The periodic beam structure shown in Fig. 5 is rigidly composed of tapered beam units. Each
periodic unit has two tapered beams with different materials rigidly connected together at the
junction H. URnB and F

R
nB indicate the output displacement and force of the n-th periodic unit.

The superscript R and L denote the right and left endpoints of the tapered beam, respectively.
According to the force equilibrium and displacement coordination at the junction, we obtain the
following relation of state vectors:
— beam A and beam B

FRnA + F
L
nB = 0 URnA = U

L
nB (3.1)

— periodic units n and n− 1

FR(n−1)B + F
L
nA = 0 UR(n−1)B = U

L
nA (3.2)

Fig. 5. Periodic tapered beam structure; (a) periodic tapered beam structure, (b) periodic unit

According to the connection relationship of periodic units in Fig. 5, PR(n−1)B =

{UR(n−1)B ,FR(n−1)B}T is the input state vector of the n-th unit, PRnB = {URnB ,FRnB}T is the
output state vector of the n-th periodic unit. With Eqs. (3.1) and (3.2), the relationship of state
vectors between two tapered beams of the periodic unit and between two periodic units are
given by

PRnA = diag (I,−I)PLnB PR(n−1)B = diag (I,−I)PLnA (3.3)

The state vectors Pi1ni2 = {U
i1
ni2
,Fi1ni2}T and the wave modes vector W

i1
nA = {wnl, wnr}T

are defined, where the superscript i1 indicates R or L and the subscript i2 indicates A or B.
According to waveguide equation Eq. (2.1) and transmission equation Eq. (2.2), we get

Pi1ni2 = diag (I,−I)Vni2Y
i1
ni2
Wi1

ni2
WR

ni2 = Tni2W
L
ni2 (3.4)

where I is a 3×3 identity matrix andVn is the coordinate transformation of the tapered beam i2
of the n-th periodic unit.
If m is the number of periods, the relation of the input and output state vectors of the

(n+m)-th periodic unit can be obtained based on Eqs. (3.1)-(3.4)

PR(n+m)B = A(n+m−1)BB(n+m−1)AP
R
(n+m−1)B

A(n+m−1)B = V(n+m−1)BY
R
(n+m−1)BT

L→R
(n+m−1)B(Y

L
(n+m−1)B)

−1(V(n+m−1)B)
−1

B(n+m−1)A = V(n+m−1)AY
R
(n+m−1)AT

R→L
(n+m−1)A(Y

L
(n+m−1)A)

−1(V(n+m−1)A)
−1

(3.5)

where the subscript L→ R indicates the coordinate transformation matrix from the left endpoint
to the right endpoint, similarly R→ L.
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The relation between the input state vector of the n-th and the output state vector of
(n+m)-th periodic unit is

PR(n+m)B = A(n+m−1)BB(n+m−1)AP
R
(n+m−1)B =

n+1∏

j=n+m

A(j−1)BB(j−1)AP
R
nB = CP

R
nB (3.6)

where

C =
n+1∏

j=n+m

A(j−1)BB(j−1)A

The undetermined state vectors of Eq. (3.6) are much larger than the number of equations.
Therefore, Eq. (3.6) is a multiple solutions problem. More equations are needed to obtain the
analytical solutions. The state vectors of different periodic units are related by the Bloch the-
orem. The relation describing the input and output state vectors between the n-th and (n+m)-th
periodic unit by the Bloch theorem is given as

PR(n+m)B = diag (e
jkmbI,−ejkmbI) = DPRnB (3.7)

where k is the wavenumber of the periodic unit, b is the length of the periodic unit.
Combining Eq. (3.6) with Eq. (3.7), the following expression is obtained

(C−D)PRnB = 0 (3.8)

If the matrix determinant det(C−D) = 0, we can get the relation between the wavenumber
and frequency, and the band gap properties.

4. Numerical simulations

Two numerical examples are applied to illustrate the proposed method of the tapered beam.
The first one is to analyze the vibration response of the tapered cantilever beam with flexural
deformations. The veracity and superiority of the proposed method are revealed by comparing
with the results of the finite element method. The second one is to compare the differences
between the band gap properties of the periodic tapered and uniform beam structure.

4.1. Dynamic response analysis

A transverse stimulation applied to the endpoint 1 of the cantilever tapered beam shown in
Fig. 1 is F (ω) = ejωt and the other endpoint 2 is fixed. The material and geometrical parameters
are listed in Table 1.

Table 1. Material and geometrical parameters of the tapered beam

Elasticity Density Poisson’s Length Variation Standard
modulus E [Pa] ρ [kg/m3] ratio µ L [m] factor a area A0 [m2]

2.0 · 109 7800 0.3 1 2 5.0 · 10−4

The frequency response of the transverse displacement of the free end is shown in Fig. 6.
The results of the traveling wave model are compared with those of the finite element method.
In Fig. 6, the results of the traveling wave method are displayed by the black solid line, and
the finite element results obtained by 20 elements and 5 elements per member are shown by the
grey dash dot line and black dash line, respectively.
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Fig. 6. Frequency response of transverse displacement of the free end

As shown in Fig. 6, the results of the traveling wave model well coincide with the finite
element results obtained by 20 elements per member in the low frequency range, which verifies
the veracity of the proposed traveling wave method. In the frequency range of 0-1100 rad/s, just
3 resonance peaks are found for finite element results obtained by 5 elements per member. As
the number of disperse elements increases, more resonance peaks appear, and the finite element
results are converge to the results of the traveling wave method.

4.2. Band gap analysis

A periodic unit of the periodic tapered beam structure is shown in Fig. 5. The corresponding
material and geometrical parameters are listed in Table 2.

Table 2. Material and geometrical parameters of periodic unit

Items
Tapered beam Uniform beam
A B A B

Elastic modulus E [Pa] 8.43 · 109 1.10 · 1011 8.43 · 109 1.10 · 1011
Density ρ [kg/m3] 1210 2730 1210 2730
Poisson’s ratio µ [–] 0.3 0.3 0.3 0.3
Length L [m] 0.5 0.5 0.5 0.5
Variation factor a 2 2 – –
Standard area A0 [m2] 1.59 · 10−2 1.59 · 10−2 – –
Sectional area A [m2] – – 6.28 · 10−3 6.28 · 10−3

Fig. 7. Band gap properties in three kinds of waves

The band gap properties of the periodic tapered beam structure are shown in Fig. 7. It
can be noted that no stop band is found for the axial wave and two stop bands are found
for the torsional wave: 0Hz-1353 Hz and 1758Hz-3229 Hz. The flexural wave has four stop
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bands: 152.9 Hz-445.9 Hz, 684.7 Hz-2038Hz, 2484Hz-3908Hz and 4318Hz-6025 Hz. The frequ-
ency range 0Hz-152.9 Hz is the pass band for the axial wave and the flexural wave, but the
stop band for the torsional wave, which is called the partial stop band. Other partial stop bands
are 152.9 Hz-445.9 Hz, 684.7 Hz-1758 Hz, 1758Hz-2038 Hz, 2484Hz-3229 Hz, 3229Hz-3908Hz and
4318Hz-6025 Hz. In the frequency range 152.9 Hz-445.9 Hz, only the axial wave contributes to
the wavenumber. Therefore, the material or structural parameters of the axial wave can be
changed to make it a stop band to prevent wave propagation.
The group velocity of waves is defined as v = dω/dk. The value of the group velocity

represents the speeds of the wave energy transmission. The group velocity curve of the torsional
wave is shown in Fig. 8. The group velocity is non-zero in the pass bands 1353Hz-1758 Hz and
3229Hz-5003 Hz. The group velocity equals to zero in the stop bands 0Hz-1353 Hz and 1758Hz-
3229Hz, which indicates no energy propagation in the stop bands. It can be observed from Fig. 8
that the group velocity changes with the frequency in the pass band, and the fastest velocity of
the energy propagation is at the frequency 3904Hz. The velocities of the energy transmission in
high frequencies are much faster than that in low frequencies.

Fig. 8. Group velocity curve of the torsional wave

The material and geometrical parameters of the periodic uniform beam structure are listed in
Table 2. The comparisons of band gap properties between the periodic tapered and uniform beam
structures with respect to axial, torsional and flexural waves are respectively shown in Fig. 9.
The axial wave has three stop bands and the torsional wave has five stop bands. Similarly, the
flexural wave has six stop bands. Among these stop bands, no waves can propagate through
structure in the frequency ranges 414Hz-675.2 Hz, 1143Hz-1341 Hz and 3322Hz-3723 Hz, which
are called the complete stop bands. The other stop bands are the partial stop bands.
As shown in Fig. 9a, the axial wave of the periodic tapered beam structure has no stop

bands while that of the periodic uniform beam structure has three stop bands: 1032Hz-2430 Hz,
2975Hz-4634 Hz and 5357Hz-6010 Hz. It can be inferred that the filter in certain frequency
ranges that are complete pass bands for the axial wave and complete stop bands for torsional
and flexural waves can be achieved by the periodic tapered beam structure with variational
sectional area. Furthermore, the curve slope of the periodic tapered beam structure representing
the velocity of energy propagation is bigger than that of the periodic uniform beam structure
at the frequency range 0Hz-2000 Hz.
Referring to Fig. 9b, the torsional wave of the periodic tapered beam structure has two stop

bands and five stop bands are for the torsional waves of the periodic uniform beam structure:
640.1 Hz-1506Hz, 1844Hz-2873 Hz, 3322Hz-3726 Hz, 4264Hz-4841 Hz and 5236Hz-6293 Hz. But
the stop bands of the periodic tapered beam structure covering a large frequency range are
relatively wider than those of the periodic uniform beam structure. It means that the bearing
capacity of the torsional force of the periodic tapered beam structure is much better than that
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Fig. 9. Comparison of band gap properties of the: (a) axial wave, (b) torsional wave, (c) flexural wave

of the periodic uniform beam structure. Furthermore, the first stop band of the periodic tapered
beam structure covers the whole low frequencies 0Hz-1353 Hz. Therefore, the periodic tapered
beam structure is very suitable for vibration isolation of torsional motion.
Referring to Fig. 9c, the frequency range of stop bands of the flexural wave of the periodic

uniform beam structure is small. The widest frequency range is just 567Hz, which is much
smaller than that of the periodic tapered beam, 1707Hz. It means that the bearing capacity of
the flexural force of the periodic tapered beam structure is much better than that of the periodic
uniform beam structure. The high frequency ranges of stop bands of the periodic tapered beam
structure are as approximately the same as those in low frequencies due to the wavenumber
changing with the sectional area.

5. Conclusions

In this paper, the traveling wave model of the tapered beam is established including the trans-
mission and waveguide equations with respect to the axial, torsional and flexural deformations.
Combining these equations with the Bloch theorem, band gap properties of the periodic tape-
red beam and the periodic uniform beam are analyzed and compared. Some conclusions are
summarized as follows.

• Compared with the conventional finite element method, the traveling wave method has
higher precision in mid and high frequencies as well as shorter calculation time and less
memory occupation. This is because the traveling wave method uses the continuous mo-
del to exactly describe the transmission relationship of the member as well as the force
equilibrium and displacement coordination conditions of the junction.

• Compared with the uniform beam, the wavenumbers of axial and torsional waves of the
tapered beam cannot change with variable sectional area, while the wavenumbers of the
flexural wave decrease with an increase in the sectional area.

• The stop bands of the periodic tapered beam structure are wider than those of the periodic
uniform beam structure. The periodic tapered beam structure has more advantages over



1308 T. Li et al.

the periodic uniform beam structure to achieve vibration isolation and filtering in some
frequency ranges.
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The current study presents an analytical model for a MEMS cantilever based hybrid thermo-
-piezoelectric micro actuator. The micro actuator structure consists of a unimorph type
bending piezoelectric beam and a passive layer which uses the thermal bimorph principle.
Primarily, under electrical and thermal loadings, the governing equations of motion are
derived. After verification of the results, the deflection analysis of the micro actuator is
performed. Moreover, the equivalent force at the actuator tip is obtained. To provide efficient
optimization, the effects of the micro actuator geometrical and materials properties on the
actuator tip deflection and force are investigated.

Keywords: hybrid micro actuator, thermo-piezoelectric, deflection, force analysis

1. Introduction

Micro actuators are broadly used in miniaturized systems or devices such as micro-valves and
micro-switches. These actuators are designed differently from classical actuators and are ma-
inly employed to produce mechanical motion in these devices. In order to fulfill the required
performances, micro actuators need to be designed with high resolution, good accuracy, quick
response time and high range of positioning capability.
Among different types of actuation mechanisms which can be classified into thermal, elec-

trostatic, magnetic, piezoelectric and other categories, thermal and piezoelectric ones are the
most prized due to their remarkable characteristics and high compatibility with MEMS devices.
Some of these noticeable features in piezoelectric actuators are high positioning accuracy, ra-
pid response time, more mechanical power. While the distinguishable feature of electrothermal
actuators is a large output force with reasonable displacement.
Both piezoelectric and electrothermal micro actuators are used in the variety of applications

which include micro gripper (Nguyen and Ho, 2004; Capparelli et al., 2002), scanning probe
arrays (Zheng and Lu, 2004), micro positioning applications (De Cicco and Morten, 2009; Jain
et al., 2005) and control valves (Roberts and Li, 2003). It should be noted that the use of
electrothermal micro actuators are more common. This is due to the fact that they can be easily
fabricated and operated at small drive voltages. This group of actuators is ideally suited for
applications that demand relatively high-output forces. However, they consume much power and
show slow response time (Alwan and Aluru, 2009). On the other hand, piezoelectric actuators
have the advantage of high positioning accuracy, more sensitivity and rapid response, but when
compared to electrothermal micro actuators, they suffer from the limited range of deformation
(Ha and Kim, 2002).
Combination of these two classes of micro actuators as a hybrid micro actuator removes their

limitations and leads to modified characteristics such as low power consumption, better response
time and more deflection. Rakotondrabe and Ivan (2010) attempted to integrate electrothermal
and piezoelectric actuation mechanisms. They employed the thermal bimorph principle and a
piezocantilever micro actuator which was made up of a piezoelectric and a passive layer. A Peltier
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module (as an external source of heat generation) was used to provide temperature variation.
They used the thermal network approach to model the micro actuator. The main difference
between the current research and the Rakotondrabe research is the problem-solution approach.
They used the thermal network approach to model the micro actuator. In this research, the
elasticity approach is used to model the micro actuator. In the elasticity approach, there is
better control on designing parameters such as geometrical and material properties of the micro
actuator.
Although physical modeling and temperature characterization of multi/bi layered piezoelec-

tric cantilevers have also been studied by some researchers (Tadmor and Kósa, 2003; Ballas,
2007; Rakotondrabe et al., 2008), there is still a gap in knowledge for optimized selection of the
micro actuator material and geometry based on the design requirements.
Recently, the deflection analysis of a U shape hybrid thermo-piezoelectric micro actuator,

in which the piezoelectric actuation mechanism was based on d33 strain coefficient, has been
performed (Pourrostami et al., 2012). In the research, the piezoelectric material properties were
varied by temperature and the effects of piezoelectric material properties on the deflection of
micro actuator were studied which provided efficient optimization for selecting the piezoelectric
material.
The main objective of this research is the study of the effects of geometrical and material

properties of the micro actuator to provide efficient optimization on its performance.
In this paper, a MEMS hybrid cantilevered thermo-piezoelectric micro actuator with d31

actuation mechanism is developed. The micro actuator geometry is based on the presented model
by Rakotondrabe and Ivan (2010). In the current study based on strength of the material, the
actuator tip deflection and force are studied. Furthermore, to provide efficient optimization, the
effects of the micro actuator geometrical and materials properties are investigated.

2. Actuator modeling

The configuration of the MEMS hybrid cantilevered thermo-piezoelectric micro actuator is il-
lustrated in Fig. 1. This micro actuator is made of a Lead-Zirconnate-Titanate Piezoceramic
(PZT) cantilever beam and a passive elastic layer (Rakotondrabe and Ivan, 2010). By applying
an electrical field, the piezoelectric layer expands (or contracts) and consequently the cantilever
beam bends over. Moreover, due to the existence of a difference between thermal expansions of
different layers when the micro actuator is subjected to a temperature variation, the secondary
bending will be induced.

Fig. 1. The structure of the hybrid thermo-piezoelectric micro actuator (Rakotondrabe and Ivan, 2010)

Piezoelectric ceramics have very high electrical resistivity (more than 109 Ωm) which prevents
them from any heat generation by passing electric current through the material. Therefore, in
order to have thermal actuation in piezoelectric beams, an additional external heat source is
needed. Based on the small size of the micro actuator, usually a uniform temperature variation
on the surfaces of micro beams is considered (Rakotondrabe and Ivan, 2010). In this model,
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the classical Euler-Bernoulli beam theory (EBT) is considered, and it is assumed that the shear
and electrostriction effects are negligible. Also x-z plane stress and x-y plane strain are enforced
(Devoe and Pisano, 1997).

2.1. Constitutive relations

For the piezoelectric materials, the general constitutive relations are (Kargarnovin et al.,
2007)

ε = SEσ − dTE F = dσ − ǫTE (2.1)

In which σ, ε, E and D represents the columns of stress components, strain components, elec-
trical field components and electric displacement components, respectively. Also SE , d and ε
are the compliance matrix at the constant electric field, the piezoelectric strain constant matrix
and the dielectric permittivity matrix.
On the assumption of the x-z plane strain which is reasonable for a wide flat micro beam,

the strain component in the y-direction is zero. Setting εy = 0 in equation (2.1)1, σy yields to

σy = −
1
s22
(s12σx + s23σz + d31Ez) (2.2)

When the temperature is applied, by substituting equation (2.2) into equations (2.1), the con-
stitutive equation reduces to

εx = s11σx + s13σz + d31Ez + α∆T εx = s13σx + s33σz + d33Ez

Dz = d31σx + d33σz + ǫ33Ez
(2.3)

It should be noticed that because of small height and width of the micro actuator in comparison
with its length, the thermal expansions in the y and z directions are neglected. Also the reference
temperature is room temperature. s11, s13, s33, d31, d33 and ǫ33 are reduced material constants
of the piezoelectric for the plain stress assumed

s11 = s11 −
s212
s22

s13 = s13 −
s12s23
s22

s33 = s33 −
s223
s22

d31 = d31 −
s12
s22

d31 d33 = d33 −
s23
s22

d31 ǫ33 = ǫ33 −
d231
s22

(2.4)

Rewriting the constitutive relations in terms of stress-strain components, we get
[
σx
σz

]
=

[
c11 c13
c13 c55

]([
εx
εz

]
−
[
d31Ez
d33Ez

])
(2.5)

where c11, c13 and c33 are reduced stiffness components of the piezoelectric beam. They are
expressed by

c11 =
s33

s11s33 − s213
c13 = −

s13
s11s33 − s213

c33 =
s11

s11s33 − s213
(2.6)

For a transversely isotropic piezoelectric beam with a small aspect ratio, the thickness in the
z-direction is stress free. Therefore, it is plausible to set σz = 0. By setting σz = 0 in equation
(2.5), εz yields

εz = −
1
c33
[c13(εx − d31Ez)− c33d33Ez] (2.7)
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By substituting equation (2.7) into equations (2.3)3 and (2.5), when the uniform temperature
variation is applied, the constitutive equation reduces to

σpx = Ep(εx − d31Ezαp∆T ) Dz = d31Epεx + (ǫ33 − d231Ep)Ez (2.8)

where αp and Ep are the thermal expansion coefficient and the effective elasticity modulus of
the PZT layer. For the one dimensional piezoelectric beam under considered assumptions, the
effective elasticity modulus is

Ep = c11 −
c213
c33

(2.9)

For the elastic beam under plane strain and stress assumptions by applying temperature, the
constitutive relation in terms of stress-strain components is

σex = Ee(εx − αe∆T ) (2.10)

where αe is the thermal expansion coefficient of the elastic beam and Ee is the effective elasticity
modulus of the elastic beam for the plane strain. It can be obtained from

Ee =
E

1− ν2 (2.11)

3. Deflection analysis

The deflection of the HTP micro actuator can be derived by applying static equilibrium and
strain compatibility between the layers (Devoe and Pisano 1997). Figure 2 shows a cross section
of the micro actuator.

Fig. 2. The cross section of the hybrid thermo-piezoelectric micro actuator (Devoe and Pisano 1997)

In Fig. 2, R represents radius of the curvature, he and hp are heights of the elastic and
piezoelectric beams. P1, P2,M1 andM2 are axial forces and moments at the cross-section of two
layers. Furthermore, Ee and Ep are the effective elasticity modulus of the elastic and piezoelectric
micro beams, respectively.
The curvature 1/R of the curve y(x) is expressed as follows

1
R
=
d2y

dx2
(3.1)

Then

y =
x2

2R
(3.2)

The maximum deflection is found at the tip of the micro actuator (x = L). Using the following
equations, the requirements for force and moment equilibrium are satisfied (Devoe and Pisano
1997)

P1 + P2 = 0
he
2
P1 +

(
he +

hp
2

)
P2 +

Eeh
3
e + Eph

3
p

12R
= 0 (3.3)



Study of a MEMS hybrid thermo-PZT micro actuator 1313

The total strain in the elastic layer is due to axial force, bending moment and thermal effect,
while the piezoelectric effect causes an additional strain component in the PZT beam. To satisfy
the strain compatibility between two layers, we can write

εaxial + εbending + εthermal = εaxial + εbending + εthermal + εpiezo
P1
Eehe

+
he
2R
+ αe∆T =

P2
Ephp

− hp
2R
+ αp∆T +

d31
hp
V

(3.4)

where V , ∆T and d31 are the applied voltage, temperature variation and piezoelectric transverse
strain constant, respectively.
To determine the actuator curvature, the system of equations in a matrix form is rewritten



1 1 0
he
2

he +
hp
2

Eeh
3
e + Eph

3
p

12
1

Eehe

−1
Ephp

he + hp
2







P1
P2
1
R


 =




0
0

(αp − αe)∆T +
d31
hp
V


 (3.5)

By solving equation (3.5) for the curvature 1/R, the actuator tip deflection using equation (3.2)
is

δ =
3L2(he + hp)EeEphehp

E2ph
4
p + EeheEphp(4h2p + 6hehp + 4h2e) + E2eh4e

(
−d31
hp
V + (αp − αe)∆T

)
(3.6)

where L is the total length of the actuator.

4. Deflection analysis

The equivalent generated force of the micro actuator can be obtained by the using actuator tip
deflection and stiffness

F = Kδ =
3EeqIeq
L3

δ (4.1)

where K is the stiffness, Eeq and Ieq are the equivalent elasticity modulus and moment of inertia
of the two layers, respectively.
The method used to calculate the equivalent beam is based on the construction of an equiva-

lent homogeneous section that is mechanically equivalent to the initial, heterogeneous, section
(see Fig. 3). To keep flexural rigidity in the equivalent homogeneous section, the method of
normalization of widths by the elasticity modulus is used. In this method, the ratio of the elastic
beam width be to the piezoelectric beam width bp should be equal to the ratio of their elasticity
moduli

be
bp
=
Ee
Ep

(4.2)

To calculate the equivalent moment of inertia, it is essential to find the location of the neutral
axis of the equivalent homogeneous section heq

heq =
∑
Aihi∑
Ai
=
hpEp

(
he +

hp
2

)
+ 12h

2
eEe

hpEp + heEe
(4.3)

The equivalent moment of inertia is then expressed as follows:

Ieq =
bp
12

E2ph
4
p + 4hphe

(
h2p +

3
2hphe + h

2
e

)
EpEb + E2eh

4
e

(Eehe + Ephp)Ep
(4.4)
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Fig. 3. (a) The cross section of the actuator with piezoelectric and elastic layers, (b) the equivalent
homogenous beam section

The equivalent generated force of the micro actuator can be obtained using equations (3.6), (4.1)
and (4.4)

F =
3
4
3EpEehehp(he + hp)b
L(Eehe + Ephp)

(
−d31
hp
V + (αp − αe)∆T

)
(4.5)

5. Results and discussion

Based on the developed relations, the governing derived equations for the deflection and force of
the actuator are solved numerically using the data listed in Tables 1 and 2 for geometrical and
material properties, respectively. In the current study, PZT-5H and copper are used as active
piezoelectric and passive elastic layers whose geometry and materials are exactly the same as
the one which was presented in the experimental model by Rakotondrabe and Ivan (2010). In
the first step, the validity of the obtained results is verified by comparing with the reported and
experimental results (Devoe and Pisano 1997; Rakotondrabe and Ivan, 2010). Then, in order
to have an optimized design, the effects of geometrical and material properties on the actuator
performance are studied.
Several researches have been done on the temperature dependence of the PZT material

properties which show that for PZT-5H: i) piezoelectric strain constants d31 and d33 increase with
temperature while d15 remains almost constant, ii) piezoelectric dielectric constants ǫ11 and ǫ33
increase with temperature, iii) for the mentioned temperature range, the elastic constants do
not remarkably change with temperature (Hooker, 1998). In the current study, for verification
of the results (based on the experimental results by Rakotondrabe and Ivan (2010)) the working
temperature of the PZT-5H is considered 50◦C. The PZT-5H material properties at room and
working temperature are listed in Table 2. Also it is assumed that the variation of material
properties of the copper layer with temperature are negligible (Rakotondrabe and Ivan, 2010).

Table 1. Geometrical data for the actuator (Rakotondrabe and Ivan, 2010)

Length of the actuator, L [mm] 15

Width of the actuator, b [mm] 2

5.1. Verifications

From Eq. (3.6), it is clear that the actuator tip deflection is a linear function of the applied
voltage and temperature. Substituting ∆T = 0 in Eq. (3.6), the hybrid micro actuator converts
to the unimorph piezoelectric micro actuator (Devoe and Pisano 1997). Furthermore, based on
the experimental results, two linear models have been proposed for variation of deflection versus
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Table 2. Material properties (Rakotondrabe and Ivan, 2010; Hooker, 1998)

Title Symbol Value

PZT-5H

Compliance matrix component [m2/N] s11 16.5 · 10−12
Compliance matrix component [m2/N] s33 20.7 · 10−12
Compliance matrix component [m2/N] s12 −4.78 · 10−12
Compliance matrix component [m2/N] s13 −8.45 · 10−12
Piezoelectric transverse strain constant [V/m] d31 −100 · 10−12
Expansion coefficient [1/◦C] αp 3.6 · 10−6

Elastic layer (copper)

Axial elastic constant [Pa] E 125 · 109
Poisson’s ratio [–] ν 0.35

Expansion coefficient [1/◦C] αe 1.7 · 10−6

voltage and temperature (Rakotondrabe and Ivan, 2010). In this Section, the analytical results
are compared with those from the proposed linear models.

Figure 4 ashows the variation of the actuator tip deflection versus the applied voltage when
∆T = 0◦C, hp = 0.2mm and he = 0.1mm. The results follow a linear trend and the analytical
result is in a good agreement with the experimental result.

In the next step, the actuator tip deflection as a function of the applied temperature is
plotted (see Fig. 4b) at V = 0 when hp = 0.2mm and he = 0.1mm, respectively. As it is seen in
Fig. 4b, when a uniform temperature distribution is applied, the deflection variation is changed
linearly.

Fig. 4. The actuator tip deflection versus applied voltage (a) and uniform temperature variation (b)

The present difference between the two obtained results is due to the pyroelectric effect.
The pyroelectricity is generation of an electric charge on a crystal by a change in temperature.
The change in temperature slightly modifies positions of atoms within the crystal structure such
that the polarization of the material changes. This polarization change gives a rise to the voltage
across the crystal. As a result, the generated voltage causes greater deflection.
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5.2. Geometry effects

In this Section, the variations of heights of the piezoelectric and elastic layers on the actuator
deflection and force are studied. Figure 5a illustrates the variation of the actuator tip deflection
versus height of the elastic layer for two different heights of the PZT layer when ∆T = 25◦C,
V = 40V. Referred to this figure, smaller heights of PZT and elastic layers enable the actuator
to deflect more efficiently.
Figure 5b shows the variation of the actuator force versus height of the elastic layer for two

different heights of the PZT layer when ∆T = 25◦C, V = 40V. Contrarily, greater heights of the
PZT and elastic layers generate large forces in the actuator. Therefore, optimization of heights
of the PZT and elastic layers can lead to the maximum efficiency of the micro actuator.

Fig. 5. (a) The actuator tip deflection versus height of the elastic layer for different heights of the PZT
layer; (b) the actuator force versus height of the elastic layer for two different heights of the PZT layer

Fig. 6. The actuator tip deflection versus elasticity modulus of the elastic layer

5.3. Material property effects

In the present Section, the effects of the piezoelectric strain constant d31 and the elasti-
city modulus of the elastic layer E on the actuator deflection are investigated. The variation
of actuator deflection versus elasticity modulus of the elastic layer are plotted in Fig. 6 for
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∆T = 25◦C, V = 40V, hp = 0.2mm and he = 0.1 mm, respectively. There is a nonlinear
variation trend when the elasticity modulus of the elastic layer increases. It means that a stiffer
elastic layer leads to a greater deflection and force in the actuator. Furthermore, when the pie-
zoelectric strain constant d31 increases indirectly with the temperature, the actuator deflection
and force rise.

6. Conclusion

In the present study, static analysis is performed for the proposed MEMS hybrid micro actuator
which applies both the piezoelectric and thermal actuation. To sum up, the most important
conclusions arising from this study are as follows:
• By increasing the applied voltage and temperature gradient, the actuator force and tip
deflection linearly increase.

• The actuator tip deflection is decreased upon an increase in the heights of PZT and elastic
layers.

• An indirect increase in the piezoelectric transverse strain constant d31 by growth of the
temperature give a rise to the actuator force and tip deflection.

• Making use of a stiffer elastic layer rises the nonlinear increasing trend of the actuator
force and tip deflection.

• Increasing the temperature not only increases thermal expansions of the layers and, as a
result, increases deflection, but also affects the piezoelectric strain constant, which enlarges
deflection as well.
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We study the contribution of variable surface effects to the antiplane deformation of a
linearly elastic material with a mode-III crack. The surface elasticity is incorporated using a
modified version of the continuum based surface/interface model of Gurtin and Murdoch. In
our discussion, the surface moduli are not constant but vary along the crack surfaces. Using
Green’s function method, the problem is reduced to a single first-order Cauchy singular
integro-differential equation, which is solved numerically using Chebyshev polynomials and
a collocation method. Our results indicate that the gradient of the surface shear modulus
exerts a significant influence on the crack opening displacement and on the singular stress
field at the crack tips.

Keywords: surface elasticity, variable surface moduli, mode-III crack, Cauchy singular
integro-differential equation

1. Introduction

The analysis of deformation of an elastic solid incorporating a crack is critical for the under-
standing of failure modes and in the general stress analysis of engineering materials. Traditional
modeling via the use of linear elastic fracture mechanics (LEFM) ignores the contributions of
surface energies, surface tension and surface stresses. The high surface area to volume ratio
present at the nanoscale dictates that any continuum-based model of deformation should incor-
porate the separate contribution of surface mechanics (Sharma and Ganti, 2004). Recently, the
continuum-based surface/interface model proposed by Gurtin, Murdoch and co-workers (Gur-
tin and Murdoch, 1975; Gurtin et al., 1998) has been incorporated in the analysis of several
typical crack problems (see for example, Kim et al., 2010, 2011a,b; Antipov and Schiavone,
2011; Wang, 2015; Wang and Schiavone, 2015, 2016). It was first proved by Walton (2012) and
later corroborated by Kim et al. (2013) that the contribution of surface elasticity (based on
the Gurtin-Murdoch model) to LEFM would, at best, reduce the classical strong square root
singularity to a weaker logarithmic singularity.
The Gurtin-Murdoch surface elasticity model essentially models a material surface as a thin

elastic membrane (of separate elasticity) perfectly bonded to the surrounding bulk material
(see, for example, Steigmann and Ogden, 1997; Chen et al., 2007; Antipov and Schiavone, 2011;
Markenscoff and Dundurs, 2014). In recent studies, the incorporation of surface elasticity into
LEFM models has been confined to the simple case in which the surface moduli are constant
along the crack surfaces (Kim et al., 2010, 2011a,b; Antipov and Schiavone, 2011; Wang, 2015;
Wang and Schiavone, 2015, 2016).
This work aims to study, for the first time, the effects of variable surface moduli in a classical

mode-III crack problem arising in the antiplane shear deformation of a linearly isotropic elastic
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solid. Specifically, the corresponding surface shear modulus is varied linearly along the upper
and lower crack surfaces. By considering a distribution of screw dislocations on the crack, the
problem is reduced to a single first-order Cauchy singular integro-differential equation for the
unknown dislocation density which is solved numerically using Chebyshev polynomials and the
collocation method. Numerical results are presented to demonstrate how the variable surface
shear modulus influences the dislocation density, crack opening displacement and the singular
stress field near the crack tips.

2. Bulk and surface elasticity

2.1. The bulk elasticity

In a fixed rectangular coordinate system xi (i = 1, 2, 3), the equilibrium and stress-strain
relations for an isotropic elastic bulk solid are well-known to be

σij,j = 0 σij = 2µεij + λεkkδij εij =
1
2
(ui,j + uj,i) (2.1)

Here, i, j, k = 1, 2, 3 and we sum over repeated indices; λ and µ are the Lame constants of the
bulk material; σij and εij are respectively the components of the stress and strain tensors in the
bulk; ui is the i-th component of the displacement vector u and δij is the Kronecker delta.
For the antiplane shear deformation of an isotropic elastic material, the two shear stress

components σ31 and σ32 and the out-of-plane displacement w = u3(x1, x2) can be expressed in
terms of a single analytic function f(z) of the complex variable z = x1 + ix2 as

σ32 + iσ31 = µf ′(z) w = Im{f(z)} (2.2)

2.2. The surface elasticity

The equilibrium conditions on the surface incorporating interface/surface elasticity can be
expressed as (Gurtin and Murdoch, 1975; Gurtin et al., 1998; Ru, 2010)

σαjnjeα + σ
s
αβ,βeα = 0 tangential direction

[σijninj] = σsαβκαβ normal direction
(2.3)

where α, β = 1, 3; eα are the bases for the surface; ni are the components of the unit normal
vector to the surface; [·] denotes the jump of the corresponding quantities across the surface;
σsαβ are the components of the surface stress tensor and καβ are those of the curvature tensor
of the surface. In addition, the constitutive equations on the isotropic surface are given by

σsαβ = σ0δαβ + 2(µ
s − σ0)εsαβ + (λs + σ0)εsγγδαβ + σ0∇su (2.4)

where εsαβ is the surface strain tensor, σ0 is the surface tension, λ
s and µs are the two surface

Lame parameters, ∇s is the surface gradient and γ = 1, 3. In contrast to previous studies in this
area, here it is assumed that λs and µs can vary along the surface.

3. A mode-III crack with variable surface effects

Consider the antiplane shear deformation of a linearly elastic and homogeneous isotropic solid
weakened by a finite crack {−a ¬ x1 ¬ a, x2 = 0}. The crack surfaces are traction-free and the
solid is subjected to a uniform remote shear stress σ∞32 . Let the upper and lower half-planes be
designated the “+” and “−” sides of the crack, respectively.
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From Eq. (2.3), the boundary conditions on the crack surfaces can be written as

σs13,1 + (σ23)
+ − (σ23)− = 0 on the upper crack face

σs13,1 + (σ23)
+ − (σ23)− = 0 on the lower crack face

(3.1)

where (σ23)− in Eq. (3.1)1 and (σ23)+ in Eq. (3.1)2 are zero.
In the current setting, we have from the surface constitutive equations in Eq. (2.4) that

σs13 = 2[µ
s(x1)− σ0]εs13 (3.2)

which indicates that the surface shear modulus is not constant but indeed variable along the
upper and lower crack surfaces.
By making use of Eq. (3.2) and assuming a coherent interface (εsαβ = εαβ), Eqs. (3.1) are

written as

(σ23)+ = −[µs(x1)− σ0]u+3,11 −
d[µs(x1)− σ0]

dx1
u+3,1 on the upper crack face

(σ23)− = +[µs(x1)− σ0]u−3,11 +
d[µs(x1)− σ0]

dx1
u−3,1 on the lower crack face

(3.3)

or equivalently

(σ23)+ + (σ23)− = −[µs(x1)− σ0](u+3,11 − u−3,11)−
d[µs(x1)− σ0]

dx1
(u+3,1 − u−3,1)

(σ23)+ − (σ23)− = −[µs(x1)− σ0](u+3,11 + u−3,11)−
d[µs(x1)− σ0]

dx1
(u+3,1 + u

−
3,1)

(3.4)

The problem can be formulated by considering a distribution of line dislocations with density
b(x1) on the crack. Consequently, the analytic function f(z) can be written in the following form

f(z) =
1
2π

a∫

−a
b(ξ) ln(z − ξ) dξ + σ∞32

µ
z (3.5)

From the above expression, it follows that

f ′+(x1) = −
ib(x1)
2
+
1
2π

a∫

−a

b(ξ)
x1 − ξ

dξ +
σ∞32
µ

f ′−(x1) =
ib(x1)
2
+
1
2π

a∫

−a

b(ξ)
x1 − ξ

dξ +
σ∞32
µ

(3.6)

where −a < x1 < a, The subscripts “+” and “−” here indicate limiting values as we approach
the crack from the upper and lower half-planes, respectively.
It is not difficult to verify that the boundary condition in Eq. (3.4)2 is automatically satisfied

with f(z) given by Eq. (3.5). On the other hand, the boundary condition in Eq. (3.4)1 leads to
the following first-order Cauchy singular integro-differential equation for the unknown density
function b(x1)

−µ
π

a∫

−a

b(ξ)
ξ − x1

dξ+2σ∞32 = [µ
s(x1)− σ0]b′(x1) +

d[µs(x1)− σ0]
dx1

b(x1) − a< x1< a (3.7)
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From Eqs. (3.6), we deduce that

∆w = w+ − w− = −
x1∫

−a
b(ξ) dξ − a < x1 < a (3.8)

Consequently, for a single-valued displacement in the case of a contour surrounding the crack
surface we require that

a∫

−a
b(ξ) dξ = 0 (3.9)

In what follows, we assume that µs(x1)− σ0 is a linear function of the coordinate x1 and is
given by

µs(x1)− σ0 = µ0
(
1 +

k

a
x1
)

− a < x1 < a (3.10)

where µ0(> 0) and k(−1 < k < 1) are two constants. The constant k can be considered as a
parameter characterizing the gradient of the surface shear modulus µs(x1) along the surfaces.
Using Eq. (3.10), Eq. (3.7) simplifies to

−µ
π

a∫

−a

b(ξ)
ξ − x1

dξ + 2σ∞32 = µ0
(
1 +

k

a
x1
)
b′(x1) +

µ0k

a
b(x1) − a < x1 < a (3.11)

Comparing Eq. (3.11) with Eq. (23) in Kim et al. (2010) reveals that a nonzero gradient
parameter k will result in an additional term b(x1) on the right-hand side of the equation. In
the next Section, we present an approach based on Chebyshev polynomials and an adapted
collocation method to solve Eq. (3.11) numerically together with the auxiliary condition in Eq.
(3.9).

4. Solution to the singular integro-differential equation

We begin by setting x = x1/a in Eq. (3.11). For convenience, we write b(x) = b(ax) = b(x1). As
a result, Eqs. (3.9) and (3.11) can be written in the following normalized form

1∫

−1

b̂(t)
t− x dt = −πSe(1 + kx)b̂

′(x)− πSekb̂(x) + 2π − 1 < x < 1

1∫

−1

b̂(t) dt = 0

(4.1)

where

b̂(x) =
µb(x)
σ∞32

Se =
µ0
aµ

(4.2)

Define the inverse operator T−1 by

T−1ψ(x) =
1

π
√
1− x2

1∫

−1

ψ(t) dt− 1

π2
√
1− x2

1∫

−1

√
1− t2ψ(t)
t− x dt − 1 < x < 1 (4.3)
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and apply to Eq. (4.1)1 to obtain

b̂(x) =
1

π
√
1− x2

1∫

−1

b̂(t) dt− 1

π
√
1− x2

1∫

−1

√
1− t2[−Se(1 + kt)b̂′(t)− Sekb̂(t) + 2]

t− x dt (4.4)

Multiply both sides of Eq. (4.4) by
√
1− x2 and using the condition in Eq. (4.1)2, we obtain

b̂(x)
√
1− x2 = − 1

π

1∫

−1

√
1− t2[−Se(1 + kt)b̂′(t)− Sekb̂(t) + 2]

t− x dt (4.5)

We assume that the unknown function b̂(x) can be approximated by the following expansion

b̂(x) =
N∑

m=0

cmTm(x) (4.6)

where Tm(x) represents the mth Chebyshev polynomial of the first kind.
By inserting Eq. (4.6) into Eq. (4.5), and making use of the following identities

dTm(x)
dx

= mUm−1(x) 2xUm(x) = Um+1(x) + Um−1(x)

1∫

−1

Tm(t) dt =






1 + (−1)m
1−m2 m 6= 1
0 m = 1

1∫

−1

Um(t)
√
1− t2

t− x dt = −πTm+1(x)

1∫

−1

Tm(t)
√
1− t2

t− x dt =
1∫

−1

[Um(t)− tUm−1(t)]
√
1− t2

t− x dt

=
1∫

−1

Um(t)
√
1− t2

t− x dt− x
1∫

−1

Um−1(t)
√
1− t2

t− x dt−
1∫

−1

Um−1(t)
√
1− t2 dt

= −πTm+1(x) + πxTm(x)−
π

2
δm1 − πxδm0

(4.7)

with Um(x) being the m-th Chebyshev polynomial of the second kind, we finally arrive at

c0
(√
1− x2 + Sekx

)
+

N∑

m=1

cm
[
Sek

(
1 +

m

2

)
Tm+1(x)

+
(√
1− x2 + Sem− Sekx

)
Tm(x) +

Sekm

2
Tm−1(x)

]
= 2x

(4.8)

If we select the collocation points given by x = − cos(iπ/N) for i = 1, 2, . . . , N , Eqs. (4.8)
and (4.1)2 further reduce to the following algebraic equations
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c0

(√

1−
(
cos

iπ

N

)2
− Sek cos

iπ

N

)
+

N∑

m=1

cm

[
(−1)m+1Sek

(
1 +

m

2

)
cos
(m+ 1)iπ

N

+ (−1)m
(√

1−
(
cos

iπ

N

)2
+ Sem+ Sek cos

iπ

N

)
cos

miπ

N

+ (−1)m−1Sekm
2
cos
(m− 1)iπ

N

]
= −2 cos iπ

N
i = 1, 2, . . . , N

N∑

m=0,m6=1

1 + (−1)m
1−m2 cm = 0

(4.9)

The (N + 1) unknowns cm, m = 0, 1, 2, . . . , N can be uniquely determined by solving the
(N + 1) independent equations in Eqs. (4.9).

5. Numerical results and discussion

In Figs. 1a and 1b, we illustrate the distributions of the dislocation density b(x) and the crack
opening displacement ∆w for four values of the gradient parameter k with Se = 1. It is observed
from the two figures that: (i) b(x) is no longer an odd function of x and ∆w is no longer an
even function of x for k 6= 0; (ii) as k increases from zero, the magnitude of b(−1) < 0 increases
considerably whereas that of b(1) > 0 decreases only marginally; (iii) as k increases from zero,
∆w increases significantly for the majority of the left portion of the crack and shrinks only
marginally for a small part of the right portion of the crack. It is observed from Eq. (3.10) that
the surface shear modulus for x < 0 always decreases and that for x > 0 always increases as
k increases from zero. This means that the left section of the crack becomes softer as opposed
to the right portion which becomes stiffer as k increases from zero. For example, when k = 0.99,
µs(−1)−σ0 = 0.01µ0 and µs(+1)−σ0 = 1.99µ0. In this case, the crack surface in the immediate
neighbourhood of the left crack tip exhibits a minimal surface effect. Thus −b̂(−1) should be
considerably large since it becomes infinite in the absence of any surface effect. In fact, the
numerical result shows that b̂(−1) ≈ −30.

Fig. 1. The distribution of b(x) (a) and ∆w (b) for four values of the gradient parameter
k = 0, 0.4, 0.8, 0.99 with Se = 1

In Figs. 2a and 2b, we illustrate the variations of b(x) and ∆w for three sets of surface
parameters: Se = 1, k = 0.8; Se = 1.8, k = 0; Se = 0.2, k = 0. The surface shear modulus at the
left crack tip for Se = 1, k = 0.8 is simply equal to the constant surface shear modulus in the
case Se = 0.2, k = 0; the surface shear modulus at the right crack tip when Se = 1, k = 0.8 is
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just the constant surface shear modulus for the case Se = 1.8, k = 0. It is observed from Fig. 2a
that b̂(−1) = −4.4524 for Se = 1, k = 0.8 and b̂(−1) = −4.8444 for Se = 0.2, k = 0. These two
values of b̂ are clearly close to each other. In addition, b̂(1) = 1.1282 for Se = 1, k = 0.8 and
b̂(1) = 0.9538 for Se = 1.8, k = 0. Again, these two values of b̂ are close. From Fig. 2b we see
that ∆w for Se = 1, k = 0.8 is greater than that for Se = 1.8, k = 0 and is smaller than that for
Se = 0.2, k = 0. This observation is in agreement with the conclusion reached in Antipov and
Schiavone (2011) that surface effects decrease the crack opening displacement. Intuitively, our
observations are consistent with the physics of the problem.

Fig. 2. The distribution of b(x) (a) and ∆w (b) for three sets of the surface parameters: Se = 1, k = 0.8;
Se = 1.8, k = 0; Se = 0.2, k = 0

Once b̂(x) is known, the stress field can be obtained from

σ32
σ∞32
+ i

σ31
σ∞32
=
1
2π

1∫

−1

b̂(t)
ẑ − t dt+ 1 (5.1)

where ẑ = z/a. Since b̂(x) is finite at x = ±1, the stresses exhibit a logarithmic singularity at
the crack tips as follows

σ32
σ∞32
+ i

σ31
σ∞32
= − b̂(1)
2π
ln(z − a) +O(1) as z → a

σ32
σ∞32
+ i

σ31
σ∞32
=
b̂(−1)
2π
ln(z + a) +O(1) as z → −a

(5.2)

We illustrate in Fig. 3 the stress component σ32 along the negative real axis for four values
of the gradient parameter k with Se = 1. As k increases from zero, the material in the proximity
of the left crack tip becomes softer. Consequently, as illustrated in Fig. 3, the stress increases.
For any value of k, the stress is consistently lower than that found from the corresponding
classical solution σ32/σ∞32 = |x|/

√
x2 − 1 in the absence of surface effects. In order to verify

the logarithmic singularity at the crack tips, the near tip distribution of σ32 along the negative
real axis outside the crack is shown in Fig. 4. Seemingly, σ32 is a linear function of ln(−x− 1)
for a fixed value of k. Thus the logarithmic singularity at the crack tip is verified numerically.
From Fig. 4 we can also calculate the pre-factors of the logarithmic term as: −0.2738 for k = 0;
−0.3798 for k = 0.4; −0.7758 for k = 0.8; −4.8376 for k = 0.99. The theoretical values from Eq.
(5.2)2 give: −0.2481 for k = 0; −0.3448 for k = 0.4; −0.7086 for k = 0.8; −4.7396 for k = 0.99.
Clearly, the calculated pre-factors well approximate the theoretical values.
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Fig. 3. σ32 along the negative real axis for four values of the gradient parameter k = 0, 0.4, 0.8, 0.99
with Se = 1

Fig. 4. The near tip distribution of σ32 along the negative real axis outside the crack

6. Conclusions

In this paper, we utilize a modified version of the Gurtin-Murdoch model to examine the effects
of variable surface shear modulus in a mode-III fracture problem arising in the antiplane shear
deformation of a linearly elastic solid. The method of Green’s functions is used to obtain an exact
complete solution valid throughout the entire domain of interest (including at the crack tips) by
reducing the problem to a Cauchy singular integro-differential equation of the first-order which is
solved numerically using an adapted collocation method. Numerical results demonstrate clearly
that the gradient of the surface shear modulus exerts a significant influence on the distributions
of dislocation density on the crack, crack opening displacement and stress distribution near the
crack tips. The numerical results also verify that the resulting analysis is correct and that the
proposed collocation method is an effective tool in the analysis of crack problems in the presence
of variable surface effects.
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The paper deals with the problem of prediction of the rolling period. A special emphasis is
put on the practical application of the new method for rolling period prediction with regard
to non-linearity of the GZ curve. The one degree-of-freedom rolling equation is applied with
using the non-linear stiffness moment and linear damping moment formulas. A number of
ships are considered to research the discrepancies between the pending GM-based IMO-
-recommended method and the results of conducted numerical simulations performed for
a wide range of operational loading conditions. Since the research shows some drawbacks
of the IMO formula for the ship rolling period, a new formula is worked out and proposed
instead.

Keywords: ship natural roll period, GZ approximation, rolling prediction, safety against
capsizing

1. Introduction

A ship performing in rough sea conditions experiences complex motions which are the outcome
of the combination of linear displacements and rotations considering each axis of the reference
system. With regard to a ship safety, the greatest concern is related to its rolling oscillations. The
main parameters of the rolling equation are: inertia, damping, stiffness and excitation. Each of
them reveals a significant nonlinearity and its proper application has an impact on the obtained
results.
Generally, potentially dangerous situations that may cause capsizing of a ship that remains

intact, can be divided into resonant and non-resonant ones (Błocki, 2000). The non-resonant
situations are mainly the outcome of two possible scenarios. First of all, they are caused by
a combination of the ship rolling motion and a dynamic gust of wind. The scenario is well
described by weather criteria of stability in accordance with the IMO IS-Code (IMO, 2009).
Secondly, they are caused by the loss of stability on following or quartering seas when the wave
crest is amidships. Furthermore, broaching and surfriding may be classified as non-resonant
phenomena which may lead to capsizing (IMO, 2007).
The resonant situations may be divided into parametric resonance and synchronous rolling.

The first one occurs mainly on following and quartering seas and is caused by inducing insta-
bility and an increase in the rolling amplitude due to the periodic variation of ships stability
characteristics, not as a result of direct roll excitation. The synchronous rolling takes place usu-
ally at beam seas when the encounter period is close to the natural period of ship roll or half of
this period (IMO, 2007).
The above-mentioned adverse phenomena represent a real threat to the ship safety. Also

they are very complex and have significantly nonlinear characteristics. As a result, there is a
great amount of research that has been undertaken worldwide for many years. The literature
review shows a list of works taking into consideration various aspects of ships rolling motion.
Some of the older works on the topic of damping of rolling are worth mentioning, see Cardo et al.
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(1994), Haddara and Bennett (1989), Himeno (1981). Among newer papers, there is a significant
number of worthwhile works devoted to the synchronous rolling and parametric rolling in the
context of development of the second generation of intact stability criteria (Belenky et al., 2011;
Holden et al., 2007; Neves and Rodriguez, 2006, 2009; Shin et al., 2004; Umeda, 2013). Also,
there is a noteworthy quantity of works dedicated to various mathematical models of rolling,
mainly with regard to nonlinearities existing in particular components of the roll equation or a
system of motion equations in the case of the coupling analysis (Bulian, 2005; Contento et al.,
1996; Francescutto and Contento, 1999; Taylan, 2000). The importance of the influence of the
mathematical model used was presented by Spanos and Papanikolaou (2009) who presentes a
comparison of results of calculations of rolling on waves using 14 different, recognized simulations
programs. The consistency of some results left much to be desired giving the room for further
researches in this field.
There is a group of works where one of the goals was to describe relatively simple analytical

formulas enabling one to calculate singular rolling characteristics, for example the maximum
rolling amplitude that a ship may reach in parametric rolling conditions (Shin et al., 2004).
In many of the above-mentioned papers the natural roll frequency, which strongly determines

the resonance mode of motion, is used as one of the rolling equation parameters. Unfortunately,
this frequency is calculated on the basis of the initial metacentric height of a ship, most often
with the use of a simple formula recommended in the IMO IS Code. However, this metacentric
height is valid for small angles of heel, normally up to about 7 degrees, which do not pose a
threat to the ship stability. The rolling frequency varies for greater amplitudes. The influence of
the rolling amplitude on its frequency and, consequently, on the rolling period was investigated
by Contento et al. (1996). In the paper by Kruger and Kluwe (2008), the authors directly suggest
that variations of the rolling period should be taken into account and the energy balance method
is proposed for the equivalent metacentric height calculation. This current paper is a continuation
of the former work regarding the period prediction of ships natural rolling.

2. Applied model of rolling

The most commonly used model of rolling, which neglects any couplings from motions taking
place in other than rolling degrees of freedom may be given by the following formula

(Ix +A44)φ̈+Beφ̇+K(φ) =Mw cos(ωet) (2.1)

where Ix denotes the transverse moment of ship inertia; A44 is the moment of added mass
due to water dragging by the rolling hull; Be is the equivalent linear roll damping coefficient,
K(φ) describes the righting moment, e.g. stiffness of the ship,Mw is the external heeling moment
exciting rolling and ωe is the encounter frequency of waves. Although, the roll damping is
significantly nonlinear and the equivalent linear roll damping coefficient Be depends on the
amplitude, the frequency and the ship speed (Himeno, 1981; Uzunoglu and Guedes Soares, 2015),
for the sake of simplicity the coefficient Be is frequently assumed to be constant regardless the
parameters of roll motion (Himeno, 1981; Shin et al., 2004). In the case of still water conditions
and the lack of other exciting moments the right hand side of equation (2.1) is equal to zero.
In such a case, the ship motion is called the free rolling and is often used in the roll amplitude
decay test. If so, the rolling equation is the following

(Ix +A44)φ̈+Beφ̇+K(φ) = 0 (2.2)

The righting moment equals

K(φ) = DGZ(φ) (2.3)

where GZ is the righting arm curve and D is ship weight.
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After substitution of formula (2.3) into equation (2.1) we divide both sides by (Ixx + A44)
and introduce the commonly used notation. Then the roll equation becomes

φ̈+ 2µφ̇+
ω2

GM
GZ(φ) = ξw cos(ωet) (2.4)

where ω denotes the natural roll frequency of the ship, GM is the initial metacentric height,
µ is the damping coefficient and ξw means the exciting moment coefficient.
Formula (2.4) is used quite often, however apart from the GZ characteristic which is valid

for the full range of angles of the ship heel, it also contains the initial metacentric height and
the natural roll frequency that are only related to the initial stability of the ship. Thus, the two
fore mentioned variables reflecting the stiffness characteristics for small angles of heel restrict
the potential applicability of equation (2.4). To avoid such restrictions and eliminate the initial
stability characteristics from equation (2.4) it is transformed into a more versatile form by
substituting ω =

√
g GM/rx:

— for excited rolling

φ̈+ 2µφ̇+
g

r2x
GZ(φ) = ξw cos(ωet) (2.5)

— for free rolling

φ̈+ 2µφ̇+
g

r2x
GZ(φ) = 0 (2.6)

where g is the gravity acceleration and rx is the gyration radius of the ship and added masses
(which is assumed to be constant for the sake of simplicity).
Formula (2.6) constitutes the mathematical model of rolling applied in the course of the

conducted research. All further simulations of the ship motion are based on this equation.
The rolling equation given by formula (2.6) requires modeling the stiffness related to transver-

se stability of the ship. The most straightforward approach would be calculation of the righting
arm based on the actual shape of the underwater part of the ship hull performed in every time
step of the rolling simulation. However, such a solution is excessively time consuming and requ-
ires too much processing power for practical use. Thus, the next approach is to apply a GZ(φ)
function obtained prior the start of rolling simulation for the actual loading condition of the
ship. However, there is a lack of analytical formulas describing the righting arm GZ due to the
fact that the shape of KN arm strictly depends on the shape of the ship hull. To address this
problem, most researchers apply various approximations of the GZ curve. The choice of the GZ
modeling method is a kind of trade-off decision because of the contradictory goals like accurate
GZ approximation and reasonable time of each simulation.
The simplest approximation formulas like for instance GZ(φ) = GMφ(1 − φ2), see Belenky

et al. (2011), produces so rough estimation of the GZ characteristic that applied in the rolling
equation they cannot achieve a sufficient accuracy of the results of rolling simulation. On the
basis of the literature review, it seems that the most popular approach is the application of a
polynomial power series. Many authors use the fifth to ninth order polynomials (Contento et
al., 1996; Surendran and Venkata Ramana Reddy, 2003; Taylan 2000) with only odd powers of
the angle of heel due to a symmetrical character of the GZ curve. A limited number of authors
apply higher order polynomials like seventh or ninth, and rarely even higher (Bulian, 2005).
For the purpose of this study, two approaches toward GZ approximation have been tested,

e.g. the ninth-order polynomial power series with odd powers only and the trigonometric po-
lynomial as an interesting alternative (Wawrzyński, 2015). Finally, the ninth-order polynomial
power series are applied to approximate the value of the righting arm in each time-step of the
performed rolling simulations. The GZ formula is the following

GZ(φ) = C1φ+ C3φ3 + C5φ5 + C7φ7 + C9φ9 (2.7)
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where C1 to C9 are the coefficients of odd orders obtained with the use of the least squares
method.

3. Considered ships and their stability conditions

The intended scope of the study comprises researching a wide variety of ships in terms of their
size, type and loading conditions. Thus, the number of significantly varying ships are selected
with the length ranging from 76m up to 320m. The types of vessels are: motor tanker, bulk
carrier, 5000 TEU Panamax container ship, 7500 TEU container ship, LNG carrier, general
cargo ship and an offshore support vessel.
The stability characteristics of these vessels are also notably varying and they cover a wide

range of stability options applicable in operational loading conditions. To obtain the wished-
-for variety of typical shapes of the GZ curve, the ships loading conditions are systematically
selected. However, only loading conditions reflecting the practically applicable draft of ships and
weight distributions are taken into account. The earlier work by Wawrzyński (2015) enables
one to distinguish three typical shapes of the righting arm curve for loading conditions with
obligatory positive GM value. The sketches of such GZ shapes are shown in Fig. 1. In the case
of the pending research, stability characteristics are preselected to cover all three shapes marked
A, B and C in Fig. 1.

Fig. 1. Typical characteristics of the GZ curve for operational loading conditions with a positive value
of GM (Wawrzyński, 2015)

To obtain a set of stability characteristics corresponding to typical cases given in Fig. 1. the
initial metacentric height of considered vessels needs to significantly vary. Although some values
of drafts and GM may subsist only in the ballast condition (due to location of typical ballast
tanks in the ship double bottom) and others rather than in the fully loaded condition. Thus,
the range of considered drafts and metacentric heights is also relatively wide. However, all the
ships have a positive value of the metacentric height and not less than required by the IMO
Intact Stability Code. The main particulars of the considered vessels and the variety of draft
and stability of the ships are shown in Table 1. Since seven ships are studied and a couple of
loading condition per each ship, the number of considered cases is pretty large.

4. Results of rolling simulations vs. GM-based IMO-recommended formula ones

The natural rolling period of the ship remains the matter of concern of many researches and
practical issues. The notion of the natural rolling period is also mentioned in a number of
documents issued by the International Maritime Organization, like Intact Stability Code (IMO,
2009) or MSC.1/Circ.1228 (IMO, 2007) as the second generation ship stability criteria which are
under development (Umeda, 2013). The simple method for calculation of the rolling period τ
is given in the Intact Stability Code and it is recommended for on-board use in absence of
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Table 1. Main particulars of ships considered in the course of the research

Type of
vessel

Length Breadth Considered draft T Metacentric height GM
[m] [m] min [m] max [m] min [m] max [m]

General cargo ship 140.00 22.00 6.00 9.00 0.40 1.00
5000 TEU Panamax

283.20 32.20 7.50 13.50 0.50 3.00
container ship
7500 TEU container

285.00 45.60 7.50 12.50 2.00 5.00
ship
Bulk carrier 156.10 25.90 6.50 10.50 1.00 3.50
Motor tanker 320.00 58.00 10.00 22.00 5.00 10.00
LNG carrier 278.80 42.60 7.50 12.00 1.00 5.00
Offshore support

76.20 17.00 3.60 6.10 1.50 2.50
vessel

sufficient information. Although, the lack of reliable “sufficient information” takes place almost
permanently. The formula based on the initial metacentric height of a ship is (IMO, 2009)

τ =
2cB√
GM

c = 0.373 + 0.023
B

T
− 0.043 L

100
(4.1)

where c is the coefficient describing ships transverse gyration radius; B means ship breadth and
L ship length at waterline; T denotes mean ship draft. Actually, the radius of gyration equals cB
where c is the dimensionless coefficient to be multiplied by the ship breadth given in meters.
The values obtained on the basis of simple formula (4.1) are compared in the course of the

study with the rolling periods calculated in a more sophisticated way. The research and further
reasoning are based on the solution of the rolling equation given by formula (2.6). We consider
four loading conditions per each ship except for the offshore support vessel due to exceptional
variety of shapes of the GZ curve. For this OSV, six loading conditions are taken into account.
Thus, the set consists of 30 cases. For each case, numerous simulations have been carried out
in order to obtain the rolling characteristics, mainly the period of roll for the full range of
rolling amplitudes. The consecutive by considered amplitudes vary by one degree from 1 up to
60 degrees, so the total number of executed simulations reaches 1800.
The numerical simulations have been performed with the use of two separate software tools.

One was the CAS software and the Runge-Kutta build-in method was applied. The limited
number of cases solved this way was used for the purpose of comparison and validation of the
results obtained with the use of the main tool which was the own-developed Matlab script,
prepared to run the roll simulations. The results obtained using these two tools truly converge
so the Matlab script is the preferred one as a main software giving the unlimited control on the
computation practice and data processing.
When the free rolling of ships is considered (the right side of equation (2.6) equals zero), the

assumed initial angle of the ship heel is the cause of rolling. Generally, the idea of this research
is to analyze the period of roll for a specified rolling amplitude to work out a prediction method.
Thus, there is a need to keep the amplitude almost steady for at least few ship’s swings. To
achieve this, the value of the damping coefficient has been set relatively small. However, the
damping coefficient affects mainly the rolling amplitude while the change of the rolling period
may be almost neglected, so the simulations results reflect free rolling of a ship fairly enough.
The solution obtained in each separate case related to one ship, one loading condition and

one rolling amplitude is just a time history of roll motion which is shown in Fig. 2. The rolling
period is one of the variables obtained in the course of data post processing. The fast Fourier
transform is applied to acquire this period. Gathering the values of rolling period for the full
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range of amplitudes we obtain a set of data enabling comparison of numerical simulation results
with the IMO formula based calculation, which is shown in Fig. 3 for one exemplary case. The
description “IMO” used in the legend of the graph denotes the estimation of the rolling period
according to IMO-recommended formula (4.1) based on the initial GM , and the description
“num.” refers to the results of own simulation.

Fig. 2. Exemplary free rolling history of the general cargo ship for an considered rolling amplitude

Fig. 3. Sample plot of the rolling period vs. rolling amplitude for 5000 TEU Panamax container ship

The sample plot of the rolling period vs. rolling amplitude for one selected ship (5000 TEU
Panamax container ship in this case) and one loading condition (draft 13.50m and initial me-
tacentric height 0.50m) clearly shows that the rolling period varies from 19 up to 33 seconds
while the IMO formula returns the value close to 28 seconds. This example reveals the need for
the elaboration of a new method.

5. Proposal of a simplified method for the rolling period prediction intended for
practical use

To calculate the rolling period, very simple approximate formula (4.1) is recommended in the
Intact Stability Code and it is used in the course of the assessment of the weather criterion
of ship stability. Actually, small variations of the estimation of the rolling period influence the
criterion to a limited degree as they slightly affect the angle of ships heel windward in the
simplified model of rolling adopted in the weather criterion.
A much more serious matter is related to the IMO publication numbered MSC.1/Circ.1228

where simple formula (4.1) is also in use on-board. This is a Revised guidance to the master
for avoiding dangerous situations in adverse weather and sea conditions intended to give some
help to ship masters when sailing in stormy conditions. A relatively up to date publication (in
comparison to dr. Rahola’s findings from 1939 being the foundation of the Intact Stability Code)
contains a set of remarks and advices regarding the avoidance of following dangerous dynamical
phenomena at sea like surf-riding and broaching-to; reduction of intact stability when riding
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wave crest amidships; synchronous rolling motion; parametric roll motions (IMO, 2007). The
recommendation expressed in the guidance is to estimate the natural roll period of the ship
by observing roll motions in calm sea. Although such observations are rather difficult in many
cases, so formula (4.1) is often used.
According to the IMO Circ.1228, some combinations of the wave length and wave height

under certain operation conditions may lead to dangerous situations for ships complying with
the IS Code (IMO, 2007). As the susceptibility of a ship to dangerous phenomena depends on
the actual stability parameters, hull geometry, ship size and ship speed, the vulnerability to
dangerous responses, including capsizing and its probability of occurrence in a particular sea
state, may differ for each ship. Thus, the potentials for dangerous behavior of the ship shall be
assessed.
One of the most important group of dangerous dynamic phenomena taken into account in

IMO guidance 1228 is related to the resonance gain of rolling motion. This may occur due to
nonlinearity of the ship response in resonance conditions, i.e. when the encounter wave frequency
is similar to the first or second harmonic frequency of natural roll motion of a ship (Landrini,
2006). The prevention against synchronous rolling motion consists of avoiding such combinations
of the ship speed and course which result in the encounter wave period TE nearly equal to the
natural rolling period of the ship τ (TE ≈ τ) (IMO, 2007).
In the light of the briefly mentioned recommendations published in the Revised guidance to

the master for avoiding dangerous situations in adverse weather and sea conditions and the de-
gree of their importance related to safety of navigation, it seems to be fully justified to undertake
the study on the rolling period prediction.
As the planned new rolling period approximation method is intended for the on-board use, it

shall be well trade-off between the simplicity and the accuracy. The consequences of significant
discrepancies between the predicted roll period of the ship and actual behavior at sea can be
catastrophic in terms of potential involving the synchronous roll motion leading even to capsizing
of the ship. Therefore, the planned method for roll period calculation should be as accurate as
reasonably possible.
On the other hand, the new method cannot be too complex and complicated. Both authors of

this study used to serve on-board seagoing ships and, thanks to this experience, they are aware
of some limitations of practical use of any difficult formulas. Frankly, the best solution giving
the greatest chance for real application in everyday sea practice is just the software realization
with an easy to use interface. Thus, the proposed method of calculation should be simple enough
to implement it and operate with no need for specialist knowledge of the crew, so any solver
dealing with differential equations is just impractical on-board.
Keeping in mind the assumptions related to the method to be worked out, we focused our

effort on the major elements governing the rolling period. On the basis of performed numeri-
cal simulations for all considered cases described in Section 3, we found two essential factors
influencing variations of the rolling period. They are:

• the area under theGZ curve from the angle of heel equal to zero up to the rolling amplitude;
• the average inclination of the tangent line to the GZ curve from zero up to the rolling
amplitude (such average inclination equals GZϕA/ϕA for the amplitude of roll ϕA).

The key point is the relation of the rolling period characteristic and the appropriate GZ
curve. The area under the GZ curve refers to the energy balance approach which was earlier
suggested in Kruger and Kluwe (2008). The pace of change of the inclination of the GZ-tangent
line describes the nonlinearity of the righting arm curve. The literature review reveals that this
element was omitted in former works.
The elaborated simplified method for the rolling period prediction is based on both mentioned

features which is far distinguishable from the contemporary method. On the other hand, the
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proposed new method should not be found by mariners as too complicated. As deck officers are
familiar with IMO formula (4.1), the new one looks very similarly

τ(φA) =
2cB√

GMeq(φA)
(5.1)

where the value of c coefficient remains the same as given in formula (4.1) GMeq(φA) denotes
the equivalent value of the transverse metacentric height of the ship for a specified rolling
amplitude φA.
The approach proposed in form of formula (5.2) remains as simple as the original IMO

version, however it requires proper calculation of GMeq(φA) value which strictly depends on
the area under the GZ curve and the average inclination of the tangent line to GZ. It shall be
emphasized that the equivalent metacentric height is a function of the rolling amplitude φA and
no longer can be given by one number.
The proposed formula for the equivalent metacentric height calculation is following

GMeq(φA) = w1
2
φ2A

φA∫

0

GZ(φ) dφ+ w2
GZφA
φA

(5.2)

where w1 and w2 are the weights adjusting the influence of two components on the equivalent
metacentric height.
The weight coefficients w1 and w2 can be the subject of further consideration, however their

values tuned on the basis of this research equals 0.5 each. In such a case, formula (5.2) becomes

GMeq(φA) =
1
φ2A

φA∫

0

GZ(φ) dφ+
GZφA
2φA

(5.3)

As it is mentioned earlier, the proposed method for the rolling period calculation shall be
simple enough to develop undemanding software for the on-board use. Such software can be
prepared simply as an amendment to the standard stability program available on many ships.
The GZ curve is obtained as a routine procedure to perform the intact ship stability assessment
on the basis of the stability standards issued by the classification society. This curve could be
the starting point for simple calculation according to formula (5.3). The result of computation
would be a curve showing the rolling period versus the rolling amplitude for a particular ship
in actual loading condition. Such a graph may be helpful to the captain when sailing in adverse
weather to assess the possibility of occurrence of the synchronous roll motion. As the rolling
amplitude is just an observable fact, the captain is able to enquire the natural roll period of the
ship relevant to the noticed situation.
The elaborated proposal of the new method of the natural roll period calculation, expressed

in formula (5.3), shall be verified on the basis of the results of numerical simulations. The
required verification has been done for all 30 cases considered within this study in the full range
of angles of heel.
The results of comparison are given as a set of plots shown in Figs. 4 to 10. The descrip-

tion “IMO” in the legend denotes the estimation of the rolling period according to the IMO-
recommended formula based on the initial GM. The next description “num.” refers to the results
of numerical simulation and “GMeq” means the rolling period calculated according to newly pro-
posed formula (5.2) with the equivalent value of GMeq calculated according to formula (5.3).
The left side of each Figs. 4 to 10 shows the graph presenting the natural rolling period versus
rolling amplitude, and the right side presents the corresponding GZ curve with the metacentric
triangle.
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Fig. 4. Rolling period vs. rolling amplitude for the LNG carrier (left plot) and the corresponding GZ
curve and the metacentric triangle (right plot)

Fig. 5. Rolling period vs. rolling amplitude for the 5000 TEU Panamax container ship (left plot) and
the corresponding GZ curve and the metacentric triangle (right plot)
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Fig. 6. Rolling period vs. rolling amplitude for the general cargo ship (left plot) and the corresponding
GZ curve and the metacentric triangle (right plot)

Fig. 7. Rolling period vs. rolling amplitude for the motor tanker (left plot) and the corresponding GZ
curve and the metacentric triangle (right plot)
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Fig. 8. Rolling period vs. rolling amplitude for the 7500 TEU container ship (left plot) and the
corresponding GZ curve and the metacentric triangle (right plot)

Fig. 9. Rolling period vs. rolling amplitude for the bulk carrier (left plot) and the corresponding GZ
curve and the metacentric triangle (right plot)



1340 W. Wawrzyński, P. Krata

Fig. 10. Rolling period vs. rolling amplitude for the offshore support vessel (left plot) and the
corresponding GZ curve and the metacentric triangle (right plot)

The verification of the proposed method of calculation of the rolling period, which is presented
in Figs. 4 to 10, reveals very good consistency with to the results of numerical simulations in a
wide range of angles of heel. Comparing to the IMO-recommended formula, the new one reaches
the unattainable earlier level of accuracy. The most difficult and demanding cases are some
loading conditions of the offshore support vessel. The results shown in Fig. 10 prove that the
proposed method manages to predict the rolling period with a precision sufficient for on-bard
use even dealing with such complicated shapes of the righting arm curves.

Formulas (5.2) and (5.3) are rather simple in terms of practical calculations. Anyway, it is
worth to consider whether the proposed method could be more simplified to enable calculation
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even without any software supporting the computation. The first element (
∫ φA
0 GZ(φ) dφ)/φ2A

contains a definite integral
∫ φA
0 GZ(φ) dφ. Its value can be easily obtained with the use of a

common trapezoidal rule of numerical integration used in the same way as in the case of ship
dynamical stability calculation. This approach is well known by officers on-board. The second
element GZφA/(2φA) requires no difficult computation at all. An example of such calculation is
presented in Table 2.
Table 2 shows a typical pattern used for ship dynamical stability calculation (e.g. the area

under the GZ curve) which is supplemented by the formula enabling calculation of the simplified
equivalent metacentric height

GMeq simple(φA) =
1
φ2A

(
SφA +

1
2
GZ(φA)φA

)
(5.4)

where SφA is the area under the GZ curve integrated from zero up to the rolling amplitude.

Table 2. Exemplary simplified calculation for the natural rolling period (5000 TEU container
vessel, draft T = 13.50m and metacentric height GM = 0.5m) – none of the dedicated software
needs to be used

φA [◦] 10 20 30 40 50 60

KN [m] 2.61 5.21 7.80 10.08 11.72 12.70 Contemporary

GZ [m] 0.10 0.27 0.57 0.78 0.63 0.17 standard
∑
GZ 0.10 0.47 1.31 2.66 4.07 4.87 calculations

SφA 0.01 0.04 0.11 0.23 0.36 0.42

φA [rad] 0.175 0.349 0.524 0.698 0.873 1.047
Additional
calculationsGMeq simple [m] 0.61 0.71 0.94 1.03 0.82 0.46

τ [s] (Eq. (5.1)) 25.3 23.4 20.3 19.4 21.7 28.9

SφA = [∆φA/(2 · 57.3)]
∑
GZ

The validation of the very simplified calculation scheme presented in Table 2 is shown in
Fig. 11. The results are compared to evaluate the conformity which is plotted in the graph.

Fig. 11. Prediction of the rolling period vs. rolling amplitude for the 5000 TEU container vessel –
validation of the simplified method applied according to formula (5.4) and with the use of calculation

scheme presented in Table 2 (two sample loading conditions of the ship)

The graph shown in Fig. 11 reveals an astonishing conformity of the simplified method results
as per the degree of the simplification used. The only range of significant discrepancies reaches
from an angle of heel 0 up to about 15-20 degrees. This is due to the trapezoidal rule of numerical
integration assuming a linear character of the integrated curve in every interval. However, this
range of 0-15 degrees does not play an important role in terms of ship safety, especially safety
against capsizing due to potential synchronous rolling motion. Basically, ships do not capsize
at an angle of heel 15 or 20 degrees. The accuracy reached in the useful range of angles of heel
allows one to propose the newly elaborated method instead of the IMO-recommended one.
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6. Conclusions

In this paper, the problem related to the prediction of ship natural rolling period is outlined. It
is revealed that rolling being a nonlinear phenomenon governed by the differential equation of
ship motion can be described in terms of its period, by a relatively simple formula. Moreover, the
accuracy of such an approach is outstanding as per the degree of used generalization. Both these
features, e.g. simplicity and accuracy are essential in terms of practical application on-board
ships. The proposed formula for the natural rolling period calculation can be implemented in
fairly simple software being a decision support tool or it can even be used without any dedicated
software in the course of straightforward calculation. Unlike the proposed formula, any numerical
simulations of rolling cannot be performed on-board due to their complexity and high demands
for crew education.
The elaborated method has been verified on the basis of the range of cases comprising seven

different ships of dissimilar sizes and the number of their loading conditions covering draft and
stability characteristics from the ballast condition up to the fully loaded state of a vessel. For
each case and for the full range of possible rolling amplitudes, numerical simulations of rolling
has been carried out. Positive verification of the new method is definitely a vital issue due
to the importance of natural rolling period prediction. Generally, the greatest threat to the
stability safety of a vessel is related to the resonance of rolling. The resonant motion could be
predicted and avoided only in the case of quite precise prediction of the rolling period. Thus,
the IMO-recommended formula ought to be rather modified and the newly proposed one could
be introduced instead.
Although the proposed method has been widely verified, there is still room for further re-

searches leading to tuning of the weight coefficients given in formula (5.1). The influence of
some factors could be also assessed in the course of future researches, for instance the effects of
damping, accuracy of the GZ curve approximation and variations of stability characteristics on
waves.
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There is an ever growing industrial demand for quantitative assessment of fatigue endurance
of critical structural details. Although FEA-based calculations have become a standard in
engineering design, problems involving the Low-To-Medium cycle range (101-104) remain
challenging. This paper presents an attempt to optimally choose material data, meshing
density and other algorithm settings in the context of recent design of the large offshore
windfarm installation vessel, VIDAR. In this study, an attempt is made to assess default
FEA-based procedures in RADIOSS software by comparing an experimental test against
numerical analyses. Standard slender cylindrical (“I”) samples as well as originally designed
“Z”-shaped samples made of A90 (S690)-grade steel have been loaded at various nominal
stress ranges with or without local yielding. A good correlation has been found between FEA
results and experimental cycles-to-failure in I-shaped samples, provided the software material
data generator is avoided and Smith-Watson-Topper mean stress correction is used. In the
case of Z-shaped samples, the calculated cycles-to-initiation of macro-crack is significantly
lower (factor of 3) from the experiment. The observed discrepancy is argued to be due to
stress gradient influence.

Keywords: low-cycle fatigue, Finite Element Method, high-strength steel, stress gradient
influence

1. Introduction

Over the last decade, Finite Element analyses with subsequent Fatigue calculation (further re-
ferred to as “FATFEA”) have become a standard practice, especially in the automotive, railway,
and marine/offshore design. However, several non-trivial questions arise, whenever an engineer
attempts to perform reliable fatigue life estimation, including the following:

• What are the sources of uncertainty in FATFEA procedures and how to limit them?
• What is the scatter of material data input? What is its best source? Can the axial test
data be used in arbitrary 2D/3D structures?

• Can non-trivial structural details loaded in LCF/MCF range be quantitatively assessed
without detailed considerations of Shakedown/Ratchetting?

The literature addressing the listed questions can be roughly divided into material-centered
and structure-centered studies. In the first group, laboratory experiments on standardised sam-
ples produce data which serve to define and enhance constitutive equations for various steel
brands (Basan et al., 2011; Papuga et al., 2012; de Jesus et al., 2012). Numerical modelling is



1346 M. Augustyniak et al.

seldom used except for studies of the notch effect (Fatemi et al., 2004). The second group, i.e.
structure-centered studies, range from development of novel sample shapes (as in the presented
work) to the fatigue testing and validation of industrial components and assemblies. These stu-
dies lead to two types of practical results: design recommendations or development of numerical
algorithms (the latter usually involving linear or non-linear Finite Element analysis). For exam-
ple, Firat (2011) provided a guidance through the numerical analysis of a rear-axle assembly
and correlated it with a full-scale fatigue experiment. Koh (2009) employed FEA in the case
of an automotive steering link, presenting a comparison of FATFEA with experimental data.
The calculated lives were moderately non-conservative by a maximum factor of three, calling for
further refinement of the algorithms. The conference paper by Mercer et al. (2003) is one of the
best previews in the field, providing evidence-based guidelines on good and best usage of fatigue
numerical analysis, depending on the steel grade and loading scenario.
There is yet a group of studies which does not easily fit the proposed classification. These are

the works on time-evolving phenomena of crack propagation (Biglari et al., 2006) and yield zone
stability (Kang, 2008). Evolution of the crack and plastic zone is a coupled material-structural
phenomenon, and often requires extensions of standard FEA, like XFEM (Richardson et al.,
2011) or efficient shakedown predicting methods (Spiliopoulos and Panagiotou, 2012).
This paper faces both the material-related and geometrical issues. An original concept of

Z-shaped samples is proposed, exhibiting non-uniform and non-uniaxial stress states while loaded
with a standard uniaxial tensile testing machine.
The “MCF” regime (Middle-Cycle-Failure, from 103 to 104 cycles) is dealt with, with local

yield possibly occurring at the very first cycles, but majority of the cross section working in
the elastic regime. The analytic difficulty consists in insufficiency of the linear HCF approach,
because the ratchetting/shakedown scenarios may develop. On the other hand, it is impossible to
represent 103-104 cycles of engineering structure behavior in a direct step-by-step FEA analysis,
so some empirical strain-life equation has to be adopted.
In this paper, a set of options is looked for, which provides stable, unbiased (or moderately

conservative) fatigue life assessments regardless of the structure and loading scenario. The so-
ftware has been chosen from among several products available on the market, including LIMIT,
FEMFAT, FATEVAS, and DESIGNLIFE. An optimum combination of scientific soundness, fle-
xibility, and price is looked after. RADIOSS Fatigue tools have been finally selected for their
unique feature of joining underlying stress/strain calculation with subsequent fatigue analysis.
The only major drawback known at the beginning of the study is the lack of Critical Plane
E.S.A. (Equivalent Stress Algorithm), claimed in literature as particularly stable and unbiased
in multi-axial stress states (Słowik and Łagoda, 2011; Gaier and Dannbauer, 2006). The strain-
-life strategy has been chosen because it covers both HCF and LCF/MCF ranges, being thus
the only choice for a component experiencing at least local yield. Table 1 presents the summary
of options involved in this study.

2. Experiment

2.1. Static tensile stress-strain experiment on I-shaped samples

An uniaxial material testing machine MTS of maximum load capacity of 100 kN with stan-
dard clamps was used in all the experimental activities. Full history of clamp and extensometer
displacements were recorded. All I-shaped samples used in both static and fatigue experiments
were dimensioned as in Fig. 1.
Static tensile tests until rupture performed on three I-shaped samples demonstrated the yield

limit of 780 ± 15MPa (see Fig. 2). This parameter exceeds by 50MPa the nominal minimum
value specified by the supplier. Young’s modulus was estimated at 209 ± 1GPa, and Ultimate
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Table 1. Fatigue analysis work-flow with analysed algorithm options

FEA software/strategy HW Radioss Bulk/Linear Statics
FAT tool/strategy HW Radioss Fatigue Manager/Strain-Life (E-N)
Loading type/range Stress-controlled, pulsating tension tests; 500-800MPa

nominal average stresses in I-shaped samples; nominal
stresses in Z-shaped samples not estimable

Material data source Radioss Material Generator or Literature (de Jesus et al.,
2012)

Mesh type/Size Solid (I-shaped sample), shell (Z-shaped sample), cell size
from 0.5 to 1.5mm

Mean stress correction Smith-Watson-Topper or Morrow
Equivalent stress algorithm Absolute max. Principal, Huber-Mises or Tresca
Surface finish Rough or polished

Fig. 1. Dimensioning of I-shaped samples [mm]

Fig. 2. Engineering stress-strain curve from static monotonic testing until failure; (exp.) – experimental
curve, (mod.) – bilinear plasticity model obtained from linear regression of plastic portion of the

experimental curve

Tensile Stress (UTS) at 855±10MPa. Each sample failed statically in the middle of their narrow
zone.

2.2. Fatigue experiments on I-shaped samples

Stress-controlled fatigue tests were performed on a series of ten I-shaped samples. The cyc-
les had σmin = 0 and nominal σmax ranging from 500MPa to 800MPa, producing failure at
about 150 000 and 7000 cycles, respectively. The pulsating tensile regime was chosen in order
to avoid buckling of relatively slender samples. Indeed, I-shaped samples loaded symmetrical-
ly at ±740MPa buckled after 24 and 29 cycles. The measured number of cycles-to-failure for
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10 samples are plotted in Fig. 3. The main frequency of loading was set to 1Hz, and the ma-
ximum frequency used was 3Hz. Some samples were continuously observed in order to detect
the instant of initiation of macrocracks, i.e. the number of Cycles-To-Crack-Initiation (CTCI).
A difference between the macrocrack initiation and final failure was not observable. Contrary to
the static test, the samples tested in fatigue exhibited a catastrophic crack close to the curved
transition zone.

Fig. 3. Semi-log plot of cycles-to-failure obtained from uniaxial stress-controlled loading of I-shaped
samples

The data points in Fig. 3 follow a fairly straight line in a log-log scale. The scatter, however, is
significant, which made impossible reliable extrapolation of the curve beyond the 103-104 range.
Reliable strain-life coefficients had thus to be obtained from other sources, cf. Section 3.2.

2.3. Fatigue experiments on Z-shaped samples

Z-shaped samples studied had dimensions as presented in Fig. 4a.

Fig. 4. (a) Dimensioning of Z-shaped samples [mm]. (b) Experimental set-up with an extensometer

Four samples of variable thickness were produced, labeled Z1, Z2, Z3 and Z4. Z4 sample had
polished surfaces in order to determine crack initiation time. The samples were placed within
the clamps of the tensile test machine (Fig. 4b), and an extensometer with a base set to 20mm
was installed vertically on the middle section of the sample.
The stress-controlled (constant force amplitude) pulse loading was continued until failure

(see Table 2). An approximately linear relationship was found between CTF (Cycles-To-Failure)
and sample thickness. During the test of Z4 sample, a movie was recorded with focus on curved
regions which were prone to the earliest crack initiation. The movie allowed determination of
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location and time of initiation of a macrocrack observable with a naked eye. This parameter was
not determined in the remaining three samples.

Table 2. Number of Cycles-To-Failure and Cycles-To-Initiation of macrocrack in four Z-shaped
samples

No. Thickness [mm] CTF CTI

Z1 4.65 4487 N/A
Z2 5.35 9047 N/A
Z3 5.76 11183 N/A
Z4 6.25 14800 ∼ 9200

Full clamp and extensometer displacement history was recorded for all the samples. The
maximum and minimum clamp displacements in each cycle (dxmax and dxmin) were extracted
from the data, and plotted in Fig. 5.

Fig. 5. Clamp displacement envelopes (min/max) [mm] in Z4 fatigue test; A – observed macrocrack
initiation, B – final failure

The curve recorded for sample Z4 is fairly stable until about 90% of the total sample life.
The observable macrocrack initiated at about 9200 cycles, roughly one half of the entire lifespan
of “Z4” Z-shaped sample (14800 cycles). This coincides with the findings of Firat (2011), for a
large scale S460 component. Other Z-shaped samples exhibited similar shapes of the displace-
ment min/max envelope curves.

3. Modelling

3.1. Discretisation and boundary conditions

The Finite Element model of I-shaped samples was built in HyperMesh 12.0 pre-processor
using hexahedral elements. Each sample was fully constrained at one end and a set of rigid
connections was defined at the opposite end to simplify the application of traction force. High-
-quality elements of edge length of about 1.0mm were defined in the curved transition zone.
Linear-elastic analyses using a sparse direct solver were performed (Fig. 6).
The Z-shaped samples were modelled with shell elements with 1.0mm average edge lengths.

The constraints and loading method was similar to that used in the I-shaped samples. Both
linear static and elasto-plastic analyses were performed and compared.
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Fig. 6. I-shaped samples: meshing and boundary conditions

3.2. Material data

The strain-life fatigue assessment approach was chosen for its versatility and ability to repro-
duce fatigue characteristics in spots exceeding the yield limit. The required fatigue parameters
of the standard Coffin-Manson strain-life equation were either produced in Radioss Material
Generator or taken from a detailed study by de Jesus et al. (2012). The Material Generator
incorporated in Radioss software required the input of Ultimate Tensile Stress, which was ta-
ken from the static tensile experiment with I-shaped samples performed in this study. Table 3
presents a comparison of six coefficients defining the E-N curves in both cases.

Table 3. Coffin-Manson parameters for S690 steel taken from literature (de Jesus et al., 2012)
as opposed to those extracted from a numerical Material Data Generator (Radioss software [1])

Source K ′ [Mpa] n′ [–] σ′f [MPa] b [–] ε′f [–] c [–]

S690 (de Jesus et al., 2012) 1283 0.09 1403 −0.09 0.74 −0.81
Radioss Material Generator 1275 0.15 1403 −0.09 0.51 −0.58

The plot of both E-N curves (Fig. 7) shows convergence in both very low and very high cycle
regions. However, there is a significant discrepancy in the region of interest, namely 102-105

cycles. A given local strain amplitude ∆ε/2 may produce CTCI (Cycles-To-Crack-Initiation)
estimations from the Material Generator differing by an order of magnitude from those derived
from experiment (de Jesus et al., 2012).

Fig. 7. Comparison of E-N curves (strain amplitude vs. number of cycles) for two sets of constitutive
parameters
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The sensitivity of the calculated fatigue life to the choice of E-N curve was studied by
comparing FATFEA results against the experimental reference. The details are described in the
following Sections.

4. Results

4.1. FEA stresses

The FATFEA calculation was performed in a standard, two-stage manner. Static
stress/strain calculations were followed by application of the fatigue estimation algorithm to
each model elements. Figure 8 shows the equivalent von Mises static stress on the surface and
across the section cut of a I-shaped sample. The axial tensile force is applied producing the
nominal stress of 500MPa. The nominal stress is defined as the ratio of the force to the sample
middle cross section area.

Fig. 8. Equivalent (von Mises) stress distribution on I-shaped sample surface (a) and within its
cross-section (b)

As expected, the narrow section far from the transition zone exhibits uniform stresses equal
to the nominal ones, as estimated from the ratio of the applied force and the cross-section area.
There is a circumferential region of stress amplification at the curved surface. However, the
average stress within the transition zone section is inferior to the nominal stress.
A similar static calculation was performed with Z-shaped samples (see Fig. 9a through 9d).

Linear-elastic and elasto-plastic approach were compared. The symbol “max” accompanying
the result type means that at each shell element its two extreme surfaces were compared and
the highest stress value were plotted. For elasto-plastic analysis, a bilinear material model was
prepared with the yield limit of 741MPa and the post-yield tangent modulus of 2GPa. As
expected, elasto-plastic analysis (Fig. 9a) produced much lower stress maxima of 749MPa, as
compared against 1048MPa in purely elastic calculation (Fig.9̇b). Consequently, strain values in
linear-elastic analysis were much lower compared to elasto-plastic analysis (3.8e-03 vs. 6.3e-03
in Figs. 9c and 9d). The principal stress directions were not disturbed by the introduction of
the bilinear elasto-plastic material characteristic.
Although the peak stresses obtained from elastic analysis are unrealistic (significantly above

UTS), the area of stresses exceeding yield limit is confined to a single row of elements on the
sample edge, so it is allowable to employ the Neuber procedure to deduce the actual strain/stress
state in the critical region within fatigue calculation. The results are presented in the following
Section.
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Fig. 9. (a) Linear-elastic calculation and (b) elasto-plastic calculation: contour plot of the equivalent
(von Mises) stresses combined with a tensor plot of principal stresses; (c) linear-elastic calculation and

(d) elasto-plastic calculation: contour plot of the equivalent (von Mises) strains

It is worth noting that a yet more accurate stress/strain distribution would be obtained if
the material cyclic plasticity is modelled, e.g. using Cowper-Symond’s model with the mixed
isotropic-kinematic hardening. However, such an approach would require additional material
parameters, which – unless carefully measured – might introduce an even more significant error.
Moreover, step-by-step cyclic plasticity calculation up to hysteresis loop stabilisation is at present
impossible in the context of industrial fatigue life assessment of large structures, such as floating
vessels.

Fig. 10. Comparison of the maximum stresses in Z-shaped samples for different calculation approaches

RADIOSS software did not allow direct fatigue estimation based on elasto-plastic FEA. The
widely-known Neuber correction procedure was used instead. The maximum stresses for different
mesh sizes were compared (Fig. 10). The purely elastic analysis produces gross overestimation of
stress, and this leads to unacceptably conservative fatigue estimates. Involving Neuber’s correc-
tion leads, however, to peak stress values stably close to those from the elasto-plastic analysis.
A particularly good correlation was found for the mesh sizes between 1 and 1.5mm.
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4.2. Fatigue life of I-shaped samples

The fatigue E-N analysis with the Neuber correction and different analysis options was perfor-
med referring to the static stress/strain distribution. Different algorithm options were chosen,
and the obtained minimum life estimate was compared against experimental CTF (Cycles-
To-Failure). The percentage of error was assessed, with positive values corresponding to non-
conservative, i.e. highly unfavorable estimation. The selected analysis settings are summarised
in Table 4.

Table 4. Scatter of calculated vs experimental fatigue lives in I-shaped samples

Min/Max Material Equivalent Mean Average Neuber’s
CTCI
(FEA)

Experi- Relat.
nominal data stress stress mesh correc- mental error
stress source algorithm corr. size [mm] tion CTF [%]

0-500 Radioss Tresca-Guest SWT 1.0 yes 384350 146943 162
S690 Tresca-Guest SWT 1.0 yes 146870 0
S690 Max. Principal SWT 1.0 yes 164180 12
S690 Huber-Mises SWT 1.0 yes 227300 55
S690 Tresca-Guest Morrow 1.0 yes 492270 235
S690 Tresca-Guest SWT 1.5 yes 262580 79
S690 Tresca-Guest SWT 0.5 yes 103100 −30
S690 Tresca-Guest SWT 1.0 no 112140 −24

0-650 Radioss Tresca-Guest SWT 1.0 yes 80917 26204 209
S690 Tresca-Guest SWT 1.0 yes 23157 −12
S690 Max. Principal SWT 1.0 yes 25326 −3
S690 Huber-Mises SWT 1.0 yes 32944 26
S690 Tresca-Guest Morrow 1.0 yes 48776 86
S690 Tresca-Guest SWT 1.5 yes 37010 41
S690 Tresca-Guest SWT 0.5 yes 17454 −33
S690 Tresca-Guest SWT 1.0 no 12580 −52

0-800 Radioss Tresca-Guest SWT 1.0 yes 27253 7311 273
S690 Tresca-Guest SWT 1.0 yes 7035 −4
S690 Max. Principal SWT 1.0 yes 7570 4
S690 Huber-Mises SWT 1.0 yes 9423 29
S690 Tresca-Guest Morrow 1.0 yes 11990 64
S690 Tresca-Guest SWT 1.5 yes 10390 42
S690 Tresca-Guest SWT 0.5 yes 5542 −24
S690 Tresca-Guest SWT 1.0 no 3130 −57

The 0-500MPa range was shown to be the most prone to the selection of algorithm options.
The bar chart in Fig. 11 shows the relative error committed with wrong modelling assumptions.
It is found that the best fit corresponds to the following settings: Smith-Watson-Topper mean
stress correction, material data (de Jesus et al., 2012), 1mm average mesh size, Tresca Equivalent
Stress Algorithm, Neuber correction included.
On the other hand, the worst correlation is associated with the material data taken from

default Material Generator, Morrow mean stress correction and with using arbitrary mesh sizing
without convergence test. Applying the stress-life algorithm (usually default in FATFEA softwa-
re) and performing linear static analyses with local plasticity without Neuber’s rule are yet more
important errors. In the studied case, under most unfavourable conditions, the arithmetic sum
of error contributions might reach +500%, greatly overestimating the structure safe operational
life span.



1354 M. Augustyniak et al.

Fig. 11. I-shaped sample, elastic stress range: Discrepancy between the FATFEA result and the
experiment for various algorithm settings

4.3. Fatigue life of Z-shaped samples

The sensitivity analyses of FATFEA results was subsequently performed in the case of
Z-shaped samples. The results of selected computations and the experimental results are pre-
sented in Table 5.

Table 5. Z4-sample: Comparison between the FATFEA result juxtaposed with the experimental
observation for various algorithm settings

Equivalent stress
algorithm

Mean stress Neuber’s
CTCI

correction correction

Abs. max. principal SWT Neuber 3323
Signed Von Mises SWT Neuber 3541
Signed Tresca SWT Neuber 2983
Signed Tresca Morrow Neuber 4599
Signed Tresca SWT none 1250
Experiment ∼ 9200

It is found that the algorithm settings which gave a very good quantitative correlation in the
case of I-shaped samples, behave in a significantly conservative way in Z-shaped samples. It is
argued that the Neuber correction predicted overly localised concentration of stress/strain. The
correlation might be better with FATFEA based on elasto-plastic stress/strain computation.
Introducing the correction for the stress gradient would lead to a better agreement, too.
It is argued that in the I-shaped sample, the nearly constant stress over the sample section

shortens the lifespan between the crack initiation and the final fracture. The localised nature of
peak stress slows down the crack propagation. The Z-shaped sample exhibit thus an optimistic
scenario of structural failure. Consequently, FATFEA calibrated on the I-shaped sample leads to
conservative, shorter than observed life estimates. Fortunately, the moderate conservatism can
be beneficial in the context of engineering design of safety-critical structures.
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5. Conclusions and perspectives

The objective of generation of non-1D stress states with a standard 1D tensile test machine
has been achieved in this study. The Z-shaped samples produced non-uniform, predominantly
biaxial stresses along the crack propagation path.
It is found that the selection of best FATFEA algorithm depends on the level and distribution

of the stress/strain maxima. In the case of I-shaped samples loaded below the yield limit, various
algorithm settings influence significantly the fatigue estimates. It is possible to select options
giving a very good quantitative correlation with the experiment. On the other hand, the scatter
of calculated results is much lower in Z-shaped samples, however then the results never approach
the experimental data. This observation is primarily accounted for the lack of stress gradient
correction and limited applicability of Neuber’s algorithm to the yield zones larger than a single
row of elements. It is concluded that an analysis based on linear static solution is acceptable
as long as mesh convergence tests are performed, and Neuber’s algorithm should be applied
with caution. It is advisable to compare linear stress/strain results with at least one non-linear,
elasto-plastic calculation.
The material data generator based on UTS parameter has proven unreliable in the studied

fatigue life range, producing dangerously non-conservative fatigue estimates. An acceptable Ma-
terial Generator should differentiate between various steel groups (as postulated by Basan et al.
(2011)). Unfortunately, no software known to the authors as of the end of 2015 offers such an
option.
Morrow’s mean stress correction strategy gives as well poor, non-conservative correlations

with experiment, in both the I- and Z-shaped samples. Unlike the mean stress correction formula,
the equivalent stress/strain algorithm plays a less significant role.
It has been found that the number of Cycles-To-Crack-Initiation (CTCI) and the number

of Cycles-To-Failure (CTF) are equal in uniformly stressed samples, but differ in the sample
exhibiting stress concentration. In the latter case, CTF could not be reliably predicted with
static FEA, and would require detailed cycle-by-cycle study of crack and yield zone evolution,
which remains beyond the scope of this article.
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Metal foams are relatively novel materials that due to excellent mechanical, thermal, and
insulation properties have found wide usage in different engineering applications such as
energy absorbers, bone substitute implants, sandwich structure cores, etc. In common nu-
merical studies, the mechanical properties of foams are usually introduced to FE models
by considering homogenized uniform properties in different parts of a foamy structure. Ho-
wever, in highly irregular foams, due to complex micro-geometry, considering a uniform
mechanical property for all portions of the foam leads to inaccurate results. Modeling the
micro-architecture of foams enables better following of the mechanisms acting in micro-scale
which would lead to more accurate numerical predictions. In this study, static mechani-
cal behavior of several closed-cell foam samples has been simulated and validated against
experimental results. The samples were first imaged using a multi-slice CT-Scan device.
Subsequently, experimental compression tests were carried out on the samples using a unia-
xial compression testing machine. The CT data were then used for creating micro-scale 3D
models of the samples. According to the darkness or brightness of the CT images, different
densities were assigned to different parts of the micro-scale FE models of the foam samples.
Depending on density of the material at a point, the elastic modulus was considered for
it. Three different formulas were considered in different simulations for relating the local
elastic modulus of the foam material to density of the foam material at that point. ANSYS
implicit solver was used for the simulations. Finally, the results of the FE models based on
the three formulas were compared to each other and to the experimental results to show the
best formula for modeling the closed-cell foams.

Keywords: metal foam, image processing, compression test, Finite Element Method, CT scan

1. Introduction

Due to excellent properties such as low weight, high energy absorption capacity, exceptional
acoustic and thermal properties, etc., metal foams have received much attention in the last
decades. Metal foams usually have densities about 10-60% of the density of the material they
are made of. Different techniques such as vapor electro-deposition on open-cell polymer foam
templates, powder metallurgy, hollow sphere consolidation, solidification in open-cell mold, etc.
are used for manufacturing metal foams. Metal foams are usually made of aluminum, but other
metals such as steel, nickel, titanium, copper, and gold are the other prevalent materials used
for making them. Density of foams is usually stated by relative density which is defined as the
ratio of density of the foam to density of the material it is made of (Gibson and Ashby, 1998).
Foam structures are categorized into two main groups: open-cell and closed-cell (Banhart, 2001)
(Fig. 1). In closed-cell foams, the cells are separated from each other by means of thin walls.
However, the open-cell foams are made of struts rather than walls and, therefore, the interior
parts of the cells are connected to each other. The closed-cell foams usually have higher strength
and energy absorption capacity compared to the open-cell foams.
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There is a tremendous number of works on the experimental investigation of mechanical
behavior of metal foams under static loading (Andrews et al., 1999; Cao et al., 2006; Gibson,
2000; Meguid and Xue, 2000). However, due to the fact that metal foams are usually made
by different manufacturing techniques and conditions, carrying out experimental works on the
mechanical behavior of these materials is still valuable.

Fig. 1. 1 Different foam types: (a) closed-cell, (b) open-cell

Andrews et al. (1999) compared the compressive and tensile modulus and strength of several
aluminum foams to each other and to pure aluminum. Cao et al. (2006) experimentally studied
the effect of cell size on compressive properties of open-cell aluminum foams produced by an
infiltrating process. They found out that the elastic modulus and compressive strength of this
type of foam depends not only on relative density, but also on cell size. Gibson (2000) and
Meguid and Xue (2000) also investigated the mechanical behavior of closed-cell foams under
different loading conditions.
In an analytical study, Kitazono et al. (2003) derived elastic-plastic properties of closed-cell

metal foams using a continuum micro-mechanical model. They also incorporated the effect of gas
pressure inside the cells into their calculations. The model was developed to predict the response
of both isotropic and anisotropic foams. Their analytical micromechanical model agreed well
with the experimental elastic-plastic response of tests samples except for higher density foams.
Some other analytical solutions to the mechanical properties of open-cell foams can be found in
(Hedayati et al., 2016a,b,c; Ko, 1965).
After the advent of efficient computers, many researchers attempted to model the micro-

structure of foams by FE (Finite Element) code. There are two main methods in this regard.
In the first method (Nammi et al., 2010; Buffel et al., 2014), simple geometrical unit cells were
created by the user in such a way that the unit cell shape had the most possible resemblance to
the cell shapes of the manufactured foams. Several unit cell types namely Kelvin, Weaire-Phelan,
truncated cube, cube, etc. have been proposed for this type of numerical modeling. The unit cell
was then repeated several times in the space to create a lattice structure. In the second method,
the FE model of the foam was created based on the data obtained from CT-Scan images.
Constructing the FE model using CT data has been received much attention in the recent

years and several studies have been dedicated to it. Youssef et al. (2005) prepared a three-
-dimensional (3D) model of a polyurethane foam by means of X-ray micro-tomography data.
In this regard, the solid volume of the foam was meshed using tetrahedral elements. Using the
constitutive equations of the bulk material, a compression test was simulated and the local
deformation mechanism of the foams was predicted. Their model was able to correctly capture
both the macroscopic response and local deformation mechanisms.
Jeon et al. (2009) fabricated two 5mm×5mm×5mm Al foam specimens with completely

different micro-structures, and numerically analyzed them using a microfocus X-ray CT system,
3D reconstruction program, 3D scanned data processing software, commercial mesh generation
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program, and finally a FE solver. After validating the numerical results, the effects of each me-
chanical property of the bulk material on the compressive behavior of the foam material was
analyzed. In a similar trend, Veyhl et al. (2011) modeled closed-cell and open-cell metal foams
using the FE method and investigated the relationship between the foam density and macro-
-mechanical properties. Their results demonstrated a linear dependence between relative density
and mechanical properties of M-Pore RO and Alporas RO foams. Ramirez et al. (2014) evaluated
the elasto-plastic deformation behavior of simulated open-cell foam samples under compressi-
ve loads using experimental data. According to the results, the stress-strain distribution and
magnitude in the FE model and the experimental testsmatched very well. Using CT data ob-
tained from a compact micro-CT device, Miedzińska et al. (2012) evaluated and described the
main mechanisms that appear in the open-cell foam structures during the compression and how
they influence the material energy absorbing capabilities. The most important conclusion was
that the foam structures can be considered as complex beam constructions where the local in-
stabilities decide about the energy absorbing capabilities. In a more recent study, Zhu et al.
(2014) implemented MATLAB image processing toolbar to establish the finite element model of
an aluminum foam with porosities of 56.41%, 56.71% and 58.02%. The created FE model was
then analyzed using ABAQUS commercial FE code. Comparison with experiments showed the
validity of the proposed method of 3D construction of the model.
In most of the previous micro-geometrical studies on the foam, the local material properties

of foams have been considered uniform (and equal to the mechanical properties of the bulk
material) in the walls or struts of the foam structure. This assumption is reasonable in foams
fabricated by some of the foam manufacturing techniques. However, most of the foams (especially
the closed-cell ones) usually do not show uniform material density (and as the result mechanical
properties) in their walls or struts. Therefore, considering a uniform mechanical property for all
portions of the foam leads to inaccurate results. In this study, the static mechanical behavior of
several closed-cell foam samples have been simulated and validated against experimental results.
The samples were first imaged using a multi-slice CT-Scan device. Subsequently, experimental
compression tests were carried out on the samples using ua niaxial compression testing machine.
The CT data were then used for creating 3D models of the samples. According to the darkness
or brightness of the CT images, different densities were assigned to different parts of the FE
models of the samples. Depending on density of the material at a point, the elastic modulus was
considered for it. Three different formulas were considered in different simulations for relating
the elastic modulus to density of the foam material. ANSYS implicit solver was used for carrying
out the simulations. In this study, the main goal is to find out which of the three formulas can
better follow the mechanical behavior of the foams manufactured by the melting method.

2. Materials and methods

2.1. Experimental technique

The foams were manufactured by adding TiH2 powders as an foaming agent to the melted
aluminum. In molten aluminum (in temperatures about 660◦C), TiH2 is decomposed into tita-
nium and hydrogen. The gaseous hydrogen creates bubbles in the molten metal. To stabilize the
bubbles, calcium particles are also added to the melted aluminum which increases the viscosity
of the molten. After the formation of bubbles, the molten is cooled. Therefore, titanium and
calcium materials also exist in the structure of the foam.
Using the abovementioned manufacturing procedure, a 3.2mm thick porous plate was cre-

ated, from which several 30mm×30mm×32mm foam samples were obtained. The foam had
some degrees of irregularity due to which the foam samples had average densities between 46-
53 g/cm3, i.e. relative densities in the range of 0.17-0.21.
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For carrying out the experiments, a uniaxial compression test device (Zwick 1494) was used
(Fig. 2). The grip velocity was set to 3mm/s. To apply the compressive load uniformly, two steel
plates were placed under and above the test samples. The weight of the top steel plate was then
taken into account in the load values. Ten samples with geometrical and material specification
listed in Table 1 were tested.

Fig. 2. A specimen in a compression test using the uniaxial compression test machine

Table 1. Geometrical and material properties of ten test samples

Specimen name 1E 2E 3E 4E 6E 3D 5D 6D 5C 6C

Mass [g] 13.59 13.21 13.52 16.22 11.40 12.69 12.24 12.31 14.53 13.80
Density [g/cm3] 0.51 0.47 0.53 0.58 0.52 0.46 0.48 0.49 0.51 0.48
Relative density 0.19 0.17 0.19 0.21 0.19 0.17 0.18 0.17 0.19 0.18
Volume [cm3] 26.48 28.08 25.35 28.17 21.84 27.32 25.61 25.36 28.61 28.53
Cross-sectional

775 824 752 819 666 809 757 818 837 822
area [mm2]

2.2. Numerical modeling

All the samples were imaged using Toshiba multi-slice CT scan device (Fig. 3). Four of the
ten samples (1E, 2E, 3E, and 4E) were chosen for numerical modeling. Using the DICOM viewer
software, the DICOM images obtained from the CT device were converted into JPEG format
which is a suitable format for being read by MATLAB. Using the imread command, the JPEG
files were imported into MATLAB. A table matrix was created each row of whichconsisted of
the properties of each pixel including the percentage of brightness, relative density, mechanical
properties, etc. Generally, in a CT image, the brighter the color of a pixel is, the denser the
material at that point is. Therefore, the completely black pixels are representative of pores,
while completely white pixels show that density of the foam material at the point is equal to
density of the bulk material. A few examples of cross-sections of the constructed finite element
models are shown and compared to the corresponding CT images in the test samples in Fig. 4.
It must be noted that the arc-shaped part at the bottom of the CT images is not representative
of samples, but shows the padding on the CT device bed. These arc-shaped parts were removed
from the FE model in the simulations.
According to its brightness, density and elastic modulus values were assigned to each pixel.

For each test sample, a 3D cubic structure meshed by cubic brick elements was created and the
material properties of the pixels were assigned to the corresponding elements. An example of
the 3D model for a sample is shown in Fig. 5. The constructed FE models consisted of about
one million brick elements. A high number of elements promises high accuracy of consideration
of the material properties gradient inside the foam model.
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Fig. 3. Toshiba Multi slice 16 CT- Scan device

Fig. 4. Reconstructed FE models in ANSYS (left) in comparison with the corresponding
CT images (right)

The colors of the CT images (and therefore material density of the foam) were categorized
into eleven groups according to the degree of their brightness. The elastic modulus value assigned
to each element was not linearly proportional to its density value. Three different nonlinear
formulas existing in the literature were implemented for this purpose. Poisson’s ratio value was
set to 0.3 in all the relative densities. In the first elastic modulus formula, it is assumed that the
relative elastic modulus E/Es is proportional to the n-th exponent of relative density ρ/ρs, i.e.

E

Es
=
( ρ
ρs

)n
(2.1)
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Fig. 5. 3D model of a foam (right) constructed based on the CT data of the test sample (left)

whereE and Es are respectively the elastic moduli of the foam material and the bulk material it is
made of, and ρ and ρs are densities of the foam material and the bulk material, respectively. The
constant n is obtained by fitting the elastic modulus plots of the FE model and the experiments,
which shows that n = 4.4 gives the best results. This formula is called the n-exponential formula
in the following. The second formula is based on the relationship proposed by Ashby et al. (2000)
for open-cell foams

E

Es
= C1

( ρ
ρs

)2
(2.2)

where C1 is a constant which must be determined according to experimental/numerical correla-
tion. The best value obtained for C1 is 0.02364. The third formula is the one proposed by Ashby
et al. (2000) for closed-cell foams

E

Es
= C2

[1
2

( ρ
ρs

)2
+
3
10

ρ

ρs

]
(2.3)

where C2 = 0.0151 yields the best numerical/experimental correlation. TheE/Es values assigned
to the eleven materials corresponding to the three noted formulations are listed in Table 2. For
a black point (i.e. the locations where there is no material), the elastic modulus E = 1Pa is
considered which is negligible compared to the elastic moduli of the other parts of the model.

Table 2. Different elastic modulus values assigned to elements of the FE models for the three
formulas

E1
Es

E2
Es

E3
Es

E4
Es

E5
Es

E6
Es

E7
Es

E8
Es

E9
Es

E10
Es

E11
Es

n-exp.
1.43
·10−11formula 0.0000 0.0008 0.0005 0.0177 0.0474 0.1056 0.2082 0.3746 0.6290 1.0000

Eq. (2.1)
Open-cell

1.43
·10−11formula 0.0002 0.0009 0.0021 0.0038 0.0059 0.0085 0.0116 0.0151 0.0119 0.0236

Eq. (3.2)
Closed-cell

1.43
·10−11formula 0.0005 0.0012 0.0020 0.0030 0.0042 0.0054 0.0069 0.0085 0.0102 0.0121

Eq. (2.3)

Large and relatively small pores inside the test samples have also been considered in the
constructed models by giving them a very small elastic modulus (∼ 1Pa). The hollow space in
the periphery of the foam samples are also specified in the FE model in the same way. Very
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small holes (with sizes smaller than the pixel size of the CT images) could not be identified in
the CT images. However, these micro pores decrease the brightness of a CT image at the pixel
they exist because they decrease the local density of the foam material. Their effect therefore has
been incorporated in the FE model by assigning elastic moduli smaller than the elastic modulus
of the bulk metal.
Similar to the conditions of the experimental tests, the FE models are constrained in the

bottom side and are compressed for ε = 2% from the top side. The nodes of the lowermost
elements are not allowed to move in the direction parallel to the loading direction but are
allowed to move parallel to the bottom surface. To obtain the elastic modulus of each structu-
re E∗, the total resultant force of the constrained nodes F have been measured and inserted in
E∗ = FL/δA, where A and L are the cross-section area and length of each sample, respectively.
The dimensions of the four samples are listed in Table 3.

Table 3. Dimensions of each of the four samples considered for numerical modeling

Specimen δ [mm] L [mm] A [mm2]

1E 0.02L 34.10 775.671
2E 0.02L 34.06 824.600
3E 0.02L 33.67 752.920
4E 0.02L 34.40 819.029

3. Results and discussion

3.1. The experiments

All the test samples were compressed up to 80% strain. Knowing the cross-section
area and lengths of the samples, the load-displacement curves were converted into stress-
-strain curves (Fig. 6). For obtaining the elastic modulus of each sample, the slope of the

Fig. 6. Experimental stress-strain curves of different Al foam samples under compression

linear part of stress-strain curves is measured (see Fig. 7). The initial parts of the stress-strain
curve are neglected in calculating the elastic modulus, because they are associated with the ini-
tial micro-plasticity of the uneven surfaces of the foam samples in contact with the grip surfaces.
The obtained elastic modulus, plateau stress, densification strain, final elastic modulus and yield
stress of the ten samples are listed in Table 4. Due to the presence of large holes created during
manufacturing process (e.g. see the large hole in the sample shown in Fig. 8), the specimens
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Fig. 7. Linear part of the stress-strain curve of sample 4E

Fig. 8. A large hole in specimen 6E

Table 4. Mechanical properties obtained from compression tests for different specimens

1E 2E 3E 4E 6E 3D 5D 6D 5C 6C
Specimen µ

0.50 0.47 0.53 0.58 0.52 0.46 0.48 0.49 0.51 0.48

Elastic
modulus 65 52 77 75 – 30 16.66 – 74 39
[MPa]
Plateau

1.7-
-3.5

1.43-
-3.5

1.5-
-4.01

1.93-
-4.02

1.07-
-2.9

0.6-
-1.8

0.53-
-2.98

1.0-
-1.77

1.24-
-3.14

1.56-
-2.35

stress
]MPa]
Densifica-
tion strain 60 53.10 50.50 41.40 51.02 55.20 59.65 60 56.10 50
[%]
Final
el. modulus 89.2 79.12 86.29 70.17 98.22 109.11 85.21 73.60 75.30 80.30
[MPa]
Yield
stress 1.41 1.46 1.41 1.96 – 0.55 0.52 – 1.37 1.33
[MPa]
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6E and 6D do not demonstrate the elastic part in their stress-strain curve and therefore the
corresponding cells in Table 4 are left blank.

Table 5. Resultant forces (N) for the four samples and for different formulas

Specimen
Open-cell Closed-cell n-exponential
formula formula formula

1E 1024.20 1051.97 866.58
2E 946.31 965.94 942.52
3E 1121.10 1135.25 1147.00
4E 1122.55 1045.89 1330.74

Table 6. Numerical elastic modulus values for the three formulas compared to the experimental
results

Speci-
men

Experimen- FE elastic Differ. FE elastic Differ. FE elastic Differ.
tal elastic modulus based with modulus based with modulus based with
modulus on open-cell exper. on closed-cell exper. on n-expon. exper.
[MPa] formula [MPa] [%] formula [MPa] [%] formula [MPa] [%]

1E 65 66.02 1.57 67.81 4.33 55.86 −14.06
2E 52 57.38 10.36 58.57 12.63 57.15 9.90
3E 77 74.45 −3.36 75.39 −2.09 76.17 1.07
4E 75 68.53 −8.62 63.85 −14.86 111.1 45.9

As it can be seen in Table 4, the elastic moduli of different samples(with no big hole) are in the
range of 16MPa (for Sample 5D) and 77MPa (for Sample 3E). The higher average density of the
foam is, the larger is the obtainedelastic modulus value. For example, samples 3E and 4E which
have the highest average densities among all the samples also have the highest elastic moduli.
Moreover, these two samples have the highest yield stress and lowest densification strain among
all the cases.
Although in the final stages of foam compression, the relative density of the foam samples

are close to unity, the elastic modulus in this part is still much smaller than the elastic modulus
of the bulk material (about one thousandth), see Table 4. This is because the material particles
have lost their continuity and the material layers easily slide on each other.

3.2. The FE models

The obtained resultant forces for the four samples and for the three different formulas are
listed in Table 5. The obtained elastic modulus values for the three formulas and their difference
with experimental results are listed in Table 6. All the numerical results have less than 15%
difference with the experimental data (except the n-exponential formula for sample 4E which
has 45.9% difference with the experiments). The good accordance of the numerical results based
on the three formulas demonstrates a proper definition of loading, boundary conditions and
discretization of the FE models. Moreover, the results show that the CT-based multi-material
foam model, while used with an appropriate density-stiffness formula, can predict the cellular
structure mechanical response as well. The results of the open-cell formula give the best numeri-
cal/experimental correlation (less than 10.5% difference), and the closed-cell formula also shows
less than 15% numerical/experimental difference (Table 6).
The stress contour is demonstrated for the four samples in Fig. 9. The stress value is usually

higher at locations with higher densities. This correlation between the local material density
and stress level is demonstrated in Fig. 10 for cross-section of the foam sample.
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Fig. 9. Stress contour for the four samples

Fig. 10. Comparison of density distribution (left) and stress distribution (right) in a sample

4. Conclusions

In this study, the mechanical behavior of aluminum metal foams under compressive static loading
is studied experimentally and numerically. For the experimental tests, the elastic modulus, yield
stress, plateau stress, densification strain and final elastic modulus have been obtained for ten
samples, two of which had large pores. For the numerical modeling, four of the ten samples used in
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the experimental tests were imaged using CT-Scan device before carrying out the experimental
tests. The CT data were then used for creating 3D models of the samples. According to the
darkness or brightness of the CT images, different densities were assigned to different parts of the
FE models of the samples. Three different formulas were considered in different simulations for
relating the elastic modulus to density of the foam material. One of the formulas is first presented
here (called the n-exponential formula), while the two remaining formulas are the relationships
proposed by Gibson and Ashby (1998) for open-cell and closed-cell foams. Comparison of the
numerical and experimental results demonstrated the superiority of the open-cell formula, in
such a way that the numerical/experimental difference is less than 10.5% for all the samples.
The closed-cell formula also shows less than 15% numerical/experimental difference. For the
last formula (n-exponential formula), the numerical/experimental discrepancy is less than 15%
except for one sample which shows an elastic modulus 45.9% higher than the experimental data.
The good accordance of the numerical results based on all the three formulas demonstrates the
efficiency of the proposed numerical model methodology. The image processing methodology
presented in this paper can therefore be very useful in similar studies.
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Cold-formed thin-walled beams may lose the stability in different ways. The common buc-
kling modes which have an influence on the failure of the beam are lateral-torsional, local
and distortional buckling. The strength of cold-formed members can be calculated with the
Effective Width Method which is incorporated in many international and national standards.
In this paper, the experimental and theoretical results calculated with the aforementioned
method have been compared.

Keywords: thin walled beams, limit load, EC3

1. Introduction

Different types of loss of stability are distinguished. First one is connected with global beam
buckling which is characterized by invariability of the shape of beam cross-section and long
length of the half-wave of the buckling. When the wall thickness of the beam is relatively
small in comparison with the width of the individual walls, then the local buckling of the
beam may exist. The length of the half-wave of the buckling is small and it is comparable
with the wall widths which are buckled. The beam may lose the stability in a distortional
mode which was characterized by Hancock (1997) for channel sections as a rotation of the
flange with its deflection in relation to the axis of connection between the flange and web. The
length of the half-wave of the buckling for this type of mode of stability loss is equal to the
intermediate values for the above mentioned cases. The strength of the beam can be limited
by the occurrence of the above mentioned modes of stability loss. In this work, the results of
experimental investigations which have been conducted in the Laboratory of the Strength of
Materials at the Poznan University of Technology are applied – these ones are discussed by
Pacos (2012, 2013, 2014). Similar investigations were conducted by Pastor and Roure (2008)
who considered two loading conditions. Silvestre and Camotim (2010) described the mechanics
of distortion in thin-walled open sections. Magnucka-Blandzi et al. (2012) proposed formulas
which made it possible to determine the critical load of double box flange beams. They increased
the strength and stability of those structural members but complicated their analysis because
there were different possible buckling modes: local, distorsional (rotation of a stiffened flange
at a flange/web function) or global, e.g. flexular torsional buckling. The results of experimental
investigations of thin-walled beams were presented by Magnucki et al. (2010), and Magnucka-
-Blandzi (2011) and SudhirSastry et al. (2015).
Practical calculations of the strength of the thin-walled beams which can locally lose the sta-

bility are based on the Effective Width Method (EWM). It is applied in many international and
domestic standards, e.g. PN-EN 1993-1-3 (2008), PN-EN 1993-1-5 (2008) and AISI S100-2007
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(2007). The effective width method has been elaborated as an approximate model of strength of
long and slender plates (L≫ b) (Fig. 1a). Next it has been adopted to calculations of thin-walled
beams. In the case of plates which are freely supported on four edges and uniformly compressed
on two short edges, the distribution of normal stresses is not quite uniform after exceeding the
critical compressive stresses (Fig. 1b). This state is approximated by giving the effective width
of the plate beff where the uniform distribution of stresses exists, and for the other width it is
assumed that the stress values are equal t zero. Moreover

σ2Aeff = σ1A (1.1)

where A = tb and Aeff = tbeff .

Fig. 1. (a) Plate freely supported on edges and compressed by a uniformly distributed force which is
applied to the edges b, (b) distribution of normal stresses in the plate

Direct methods are other methods which are commonly applied. The most known method
is the Direct Strength Method (DSM) proposed by Schafer, applied in US standards (AISI
S-100-2007, 2007) and presented in many other works, e.g. Shafer (2008), Batista (2009, 2010)
described the Effective Section Method (ESM).
The authors of this paper have compared strength of cold-formed thin-walled beams calcu-

lated on the basis of PN-EN 1993-1-3 (2008) with the results of the experimental investigations
(Paczos, 2012). During the determination of the theoretical limiting moment the local buckling
of the beam has been taken into consideration only. Freely supported and pure bending beams
for the measuring length L = 400, 500, 600mm (Fig. 2) have been investigated. Channel section
beams with double and single boxes have been analysed (Fig. 3).

Fig. 2. Loading scheme

The presented subject is the development of researches that have been conducted in the
Division of Strength of Materials and Structures of Poznan University of Technology.
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Fig. 3. Channel section beams with double boxes and with single boxes

2. Calculations

The limit value of the moment for the beam can be calculated on the basis of the following
formula

Mgr = fyWeff (2.1)

where fy is the yield stress of the material,Weff – effective section modulus for bending calculated
for the local buckling of the beam walls, so the distortional mode of buckling has been omitted.
The calculations have been done iteratively, because after every calculation of the effective width
of the beam walls the centre of cross-section has been changed (the distribution of normal stresses
is also changed in the cross-section).
The effective width of the beam wall is equal to

beff = ρbc + bt (2.2)

where ρ is the reduction ratio, bc – beam width where compressive stresses exist (positive),
bt – beam width where tensile stresses exist (negative).
The calculation has been based on the assumption that cross section can be yielded only by

local buckling. Therefore, it is assumed that all walls do not have any additional stiffening (see
PN-EN 1993-1-3, 2008, point 5.5.2) and next the authors proceeded according to the procedure
described in standard (PN-EN 1993-1-5, 2008). The load capacity of shape of the cross-section
of the beam has also been determined on the assumption of elastic stress distribution in the
cross-section of the beam.

Solution algorithm according to EC3

1. Calculate the bending strength indicator of cross-section Wy with the assumption that

width of the supporting walls is equal to their imaginary width. Substitute W (i)y,eff = Wy,
where i = 1.

2. Substitute i := i+ 1.

3. For each investigated wall (beam web, upper and lower flange wall, bend) calculate elastic
critical stress (plate elastic buckling)

σcr = kσ
π2E

12(1 − ν2)
( t
bp

)2
(2.3)

where values kσ can be found in at (PN-EN 1993-1-5, 2008, Table 4.1, 4.2), and E is
Young’s modulus, ν – Poisson’s ratio, t – wall thickness, bp – imaginary width of wall.
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4. Slenderness plate and reduced slenderness plate for each of investigated walls are calculated
with the following formulas

λp =

√
fy
σcr

λp,red = λp

√
σ1
fy

(2.4)

where fy is yield strength, σ1 – maximal stress in the wall (compressive stress).

5. Reduction coefficient ρ can be calculated by the following formulas (PN-EN 1993-1-5, 2008,
E.1)

— for cantilevered walls

ρ =
1− 0.188/λp,red

λp,red
+ 0.18

λp − λp,red
λp − 0.6

but ρ ¬ 1 (2.5)

— for span walls

ρ =
1− 0.053(3 + ψ)/λp,red

λp,red
+ 0.18

λp − λp,red
λp − 0.6

but ρ ¬ 1 (2.6)

where λp =
√
fy/σcr – plate slenderness, λp,red = λp

√
σ1/fy – reduced plate slenderness,

ψ = σ2/σ1, σ1 – maximum compressive stresses on one edge of the wall, σ2 – stresses on
opposite edge of the wall, σcr – critical elastic stresses for the wall.

6. Calculate effective width ((PN-EN 1993-1-5, 2008, Table 4.1, 4.2) for each investigated
walls.

7. Calculate the strength indicator W (i)y,eff .

8. If (W (i)y,eff−W
(i−1)
y,eff )/W

(i)
y,eff < ε thenMgr =W

(i)
y,eff fy and finish. Otherwise start calculations

from point 2.

The iterative procedure is rapidly convergent. To determine final values, few iterations are suffi-
cient depending on the measure accuracy accepted for calculations (in this paper ε = 0.001 has
been accepted). A flow chart of the procedure is presented in Fig. 4.

Fig. 4. Simplified block diagram of the effective cross-section calculation algorithm for pure bending

The above presented formulas can be found in standard PN-EN 1993-1-5 (2008). Figure 5
presents the examined sections and walls which are analysed for the local buckling.
The main reason for experimental investigations is the search for the optimal (strongest)

shape of the cross-section of the beam. The beams are made of the same material and have the
same length and wall-thickness. Two kinds of beams with double-box and single-box flange have
been investigated: L = 400, 500 and 600mm.
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Fig. 5. Effective sections DBFB1, DBFB2 and SBFB1, SBFB2

3. Experimental investigations

The examined beams were produced by “Pruszyński Sp. z o.o.”, Sokołów, Polska and made
of steel: E = 1.81 · 105MPa, v = 0.3 and fy = 329MPa. The tests have been performed
with testing machine ZWICK Z100 having the range up to 100 kN. a four point bending test has
been conducted for the beams where pure bending has been obtained for the measuring length L
(Fig. 6).

Fig. 6. Scheme of the test stand

The following equipment has been used for experimental investigations: strain gauge bridge
SPAIDER, the deflection sensor 15mm (WA15) HOTINGER, foil strain gauges HBM type
6/120LY11, gauge factor 2. They have been loaded with two moments (pure bending). Some
results are presented in tables and drawings (Fig. 7 and Table 1-4). The test stand and the beam
is presented in Fig. 7.
Relations between the deflection of the lower flange and the load-force within the full range

of the load (maximum force) are shown in Fig. 8.
The growth of displacements of cold-formed thin-walled beams under increasing load causes

local buckling that may also interact with global buckling. It is a result of the low load capacity
of thin-walled beams that depends on dimensions of the beam, boundary conditions (support),
load or shape of the cross-section.
The investigated beams have been made by cold-form technology of sheet steel bending

using numerical CNC machines. During experimental research of beams there was no conside-
rable aberration of the defined lateral and lengthwise dimensions. Apart from the measurement
of deflection of the middle part of beam, strains have also been measured in five measuring
points of the tested cross-section. Two measuring points have been placed on the beam web and
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Fig. 7. Test stand (simulation of pure bending)

Fig. 8. Experimental relationship between forces and deflection of the lower flange for thickness
t = 1.00mm (beams: DBFB1, SBFB1, DBFB2, SBFB2)

three measuring points have been placed on on the press lower beam flange. On the basis of
the obtained strain results and beam sheet metal material properties, stress values have been
calculated. During the experimental research of beams, local buckling shapes were observed and
maximum values of forces were measured which corresponded to the limit load of the beam. The
participation of distortional buckling was negligible and for different cross-sections of beams it
is value was in the range from 2% up to 4% of the maximal force.

4. Comparison of the results

This Section presents a comparison of strength of the beams obtained by experimental investi-
gations and the procedure described in Standard PN-EN 1993-1-5 (2008). The dimensions of
cross-sections are the following (Fig. 9): H = 160.0mm – height of the beam (external dimen-
sion), b = 80.0mm – width of the flange, c = 0.0mm, 20.0mm – length of the reinforcement,
d = 18.0mm – height of the flange, e = 14.0mm, f = 18.0mm, 30.0mm, 40.0mm, t = 1.00mm
and 1.25mm – wall thickness.
Tables 1 and 2 show the comparison of the results for beams with double boxes, with and

without reinforcement, correspondingly.
Tables 3 and 4 show the comparison of the results for beams with single boxes, with and

without reinforcement, correspondingly.
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Fig. 9. Channel section beams with double boxes (without and with bend) and with single boxes
(without and with bend)

Table 1. Values of limiting loads – DBFB1

t M
(EC3)
gr L M

(exp)
gr M

(exp)
gr,sr A

[mm] [kNm] [mm] [kN] [kN] [%]

400 – –
1.00 9.03 500 7.79 7.79 19.0

600 – –
400 – –

1.25 12.05 500 10.49 10.49 14.8
600 – –

A = [(M (EC3)gr −M (exp)gr )/M (exp)gr ] · 100

Table 2. Values of limiting loads – DBFB2

t M
(EC3)
gr L M

(exp)
gr M

(exp)
gr,sr A

[mm] [kNm] [mm] [kN] [kN] [%]

400 8.85 9.6
1.00 9.70 500 8.78 8.60 10.5

600 8.18 18.5
400 12.74 1.0

1.25 12.87 500 12.07 12.15 6.6
600 11.63 10.6

5. Conclusions

Strength of the beams with double boxes (DBFB1, DBFB2) is higher than strength of the
beams with single boxes (SBFB1, SBFB2). This result has been expected. The similar si-
tuation exists for the beams with and without reinforcement. The beams with reinforcement
(DBFB2, SBFB2)have higher values of the limiting moment than the beams without reinforce-
ment (DBFB1, SBFB2).
The analysis of the obtained results allows one to state that the strength values obtained

with Standard PN-EN 1993-1-5 (2008) are higher than the experimental values. Moreover, this
difference grows with an increase in the measuring length of the beam. The reason for this fact
is the interaction of two forms of buckling, i.e. local and distortional one, and an increase in the
percentage contribution of the second form in conjunction with an increase in the measuring
length of the beam.
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Table 3. Values of limiting loads – SBFB1

Dimensions M
(EC3)
gr L M

(exp)
gr M

(exp)
gr,sr A

[mm] [kNm] [mm] [kN] [kN] [%]

t = 1.00
f = 30.00

400 6.91 −1.2
6.83 500 6.77 6.66 0.9

600 6.31 0.8

t = 1.00
f = 40.00

400 6.81 4.5
7.11 500 6.84 6.81 3.9

600 6.79 4.8

t = 1.25
f = 30.00

400 – –
9.42 500 – – –

600 – –

t = 1.25
f = 40.00

400 – –
9.75 500 – – –

600 – –

Table 4. Values of limiting loads – SBFB2

Dimensions M
(EC3)
gr L M

(exp)
gr M

(exp)
gr,sr A

[mm] [kNm] [mm] [kN] [kN] [%]

t = 1.00
f = 30.00

400 7.96 4.2
8.30 500 7.89 7.89 5.1

600 7.82 6.1

t = 1.00
f = 40.00

400 – –
8.24 500 – – –

600 – –

t = 1.25
f = 30.00

400 11.47 −1.4
11.31 500 10.98 10.93 3.0

600 10.34 9.4

t = 1.25
f = 40.00

400 – –
11.09 500 – – –

600 – –

Moreover, this difference is higher for cross-sections with two boxes (DBFB1, DBFB2) than
with single boxes (SBFB1, SBFB2). This results from the fact that the cross-sections with single
boxes are more sensitive to local bucking, and this type of buckling has a higher percentage
contribution in beam destruction than distortional buckling. Theoretical results are based on
the following assumption: the beam loses local stability only – so, a better agreement between
the results exists for the cross-sections with single boxes SBFB1 and SBFB2.

In the case of the cross-section with single boxes SBFB1, one can notice that the strength
for f = 30mm is higher than for f = 40mm, and this means that Weff ,f=30 < Weff ,f=40, but
it is known that Wy,f=30 > Wy,f=40 where Weff ,f=x and Wy,f=x are the bending indicators,
respectively, the effective one and the indicator in the elastic range for f = x. This situation
is caused by the following fact: during the beam flange compression the span wall has higher
length for the case of f = 30mm than f = 40mm, and the effective widths of these span walls
for both cross-sections have similar values – this leads to the above mentioned relationships.

To sum up, one should take into account the distortional buckling of the beam during cal-
culations of the beam strength.
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An innovative method for investigation of deformation-induced damage of elastic-plastic
materials is proposed. A static tension test, performed on a specimen with a variable cross-
-section gage part enabled analysis of degradation of the material structure for all stages of
permanent deformation. Modified Johnson model has been used to quantify damage. Ana-
lysis of the damage of the specimen surface as well as observations of the damage induced
inside the gage part of the specimen has been performed using SEM observations. Debon-
ding at the interface between a hard inclusion and a ductile matrix has been found to be
responsible for initiation of cracks on the specimen surface as well as inside the gage part of
the specimen. Analysis of the subsequent void growth has been performed. Surface cracks
are associated with plastic deformation resulting in an increase of the surface roughness.
Variations of the specimen surface roughness have been found to be in good correlation with
the damage parameter. This correlation enables the use of surface roughness as the relative
damage indicator for the investigated material and deformation mode.

Keywords: damage, accumulated plastic strain, superalloy, void growth

1. Introduction

Nickel-based superalloys are often used for hot section of aircraft engines. One of the most po-
pular among them is Inconel718. This kind of the material can be characterized by a very good
resistivity to mechanical and thermal loads. Usually, hot-section aircraft engine parts are desi-
gned to work at high temperature and under high mechanical load, reaching and even exceeding
the yield limit. Oversizing parts and decreasing material effort (stress) is usually not possible due
to weight reduction requirements. In such service conditions, material damage progresses due to
effects related to fatigue, creep and also overload. Monitoring of the damage progress is essential
in this case for safety of structures. Monitoring of the progress of material damage preceding
formation of detectable cracks is possible only when a proper damage indicator is used. Many
damage indicators were used by researchers. A good review of such damage indicators was gi-
venby Yang and Fatemi (1998). The authors divided indicators used to quantify damage into few
categories: metallurgical parameters, crack quantification, mechanical parameters and physical
measures. Among metallurgical parameters related to plastic deformation that are considered in
this paper, one can mention the dislocation number, dislocation cell diameter, slipband density.
An attempt to measure dislocation density and its evolution was described by Petersmeier et al.
(1998). This kind of investigation is rather difficult to perform due to the fact that determina-
tion of any of mentioned parameters requires the use of a sophisticated technique (like TEM)
and determination of the average value of such a parameter for a representative volume element
(RVE) of the investigated material. Since deformation leads to initiation of microcracks, para-
meters like the summary (or average) crack length or area are used by researchers, see Yang et
al. (2010), Hall (1998), Zhang et al. (1999). For monotonic loading, like static tension reported
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in this paper, microcracks evolve into voids, and the void volume fraction can be used as the
damage indicator. This kind of damage indicator was used by Gurson in his well known model
(Gurson, 1977). As a matter of fact, any physical quantity can be used as damage indicator if we
can only prove that changes of such quantity are related to damage progress. If changes of the
damage indicator with progressing damage are monotonic (either increase or decrease during the
deformation process), we can quantify damage comparing actual value of such damage indicator
with initial one (for virgin material). This kind of the damage indicator can be referred to as
relative, and it was used successfully by many researches. One example of the successful use of
the relative damage parameter is investigation of fatigue damage accumulation by observation
of the local inelastic strain response to constant stress amplitude loading. Results of the inve-
stigations were published in series of papers, see Socha (2003, 2004), Socha and Dietrich (2012)
together with proposition of the mathematical model for fatigue life estimation.
Another approach to quantify damage of the material is to use cumulative damage indicator.

This kind of damage indicator requires integration (or simple summation) of a physical quantity
during loading. Such a cumulated value of the damage indicator is then divided by the final value
(corresponding to the material failure) to obtain the damage parameter (damage parameter is
a normalized value of the damage indicator taking values from 0 for the virgin material to 1
for material failure). A very well known example of such a cumulative damage indicator is,
in the case of fatigue loading, the number of applied load cycles. Assuming that for a constant
stress amplitude every load cycle introduces the same amount of damage (Palmgren-Miner linear
damage rule, see Palmgren (1924), Miner (1945)) into the material, we can define the damage
parameter as the ratio of the actual to final (corresponding to failure) number of the elapsed
load cycles. A discussion on relative and cumulative damage indicator parameters was given in
another author’s paper (Socha and Dietrich, 2016).
The most popular material damage model, introduced by Johnson (1980) and then used in

almost all FEM codes defines damage as the function of accumulated equivalent plastic strain

D =
∑ ∆ε

εf
(1.1)

where ∆ε stands for the accumulated plastic strain and εf is the final value of the accumulated
plastic strain corresponding to the moment of material failure (original denotation). According
to this definition, one can use accumulated equivalent plastic strain as the cumulative damage
indicator parameter. This approach was already followed by one of the authors of this paper
in the investigation of the fatigue damage accumulation. The results were published in (Socha
and Dietrich, 2014). Using the accumulated equivalent plastic strain as the damage indicator
parameter has some disadvantages. First of all, the final value of this indicator is related to
the stress state, or saying more precisely, is believed to be a function of three invariants of the
stress state. This problem is now under intensive investigation by many researchers, see e.g. Bao
and Wierzbicki (2004), Nielsen and Hutchinson (2012). Another important question is: what
can be considered to be material failure and what is the damage mechanism? In the case of
laboratory testing separation of two pieces of a test specimen is usually considered to be the
final failure of material, but for the material of the structure in service this approach cannot
be applied and the damage of such a material must be observed carefully to detect its failure.
Many damage mechanisms were observed by researchers for metallic materials. Most important
for elastic-plastic metal alloys are: strain localization (formation of cohesive zone) associated
with big plastic deformation in the case of a ductile material, crack initiation and following
propagation assisted by plastic deformation around the crack tip or finally brittle fracture in the
case ofa brittle material. To investigate the damage mechanism for a particular material and to
detect failure (and calculate the corresponding value of εf ) observations of structural changes
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undergoing during material deformation are necessary. The aim of this paper is to propose a
simple method for investigation of the damage mechanism.

2. Experimental technique

Determination of some material properties, like for example elastic constants or yield limit,
requires making use of a specimen with a uniform cross-section gage part. Design of the specimen
must assure uniform stress and strain distribution in the entire gage part of the specimen. To
obtain a credible result of strain measurement, we have to use a technique enabling measurement
on big enough volume of a uniformly stressed material (Representative Volume Element). In most
cases, such kind of a specimen is used also for damage investigations (Niazi et al., 2013; Ganjiani,
2013; Shen et al., 2014). To investigate the effect of permanent deformation (plastic strain) on
the structure of the material, such kind of the specimen is usually deformed to reach a particular
level of plastic strain in the entire gage part and then unloaded to perform structural analysis.
This kind of technique has some disadvantages. To perform structural analysis on the material
of a deformed specimen, it must be destroyed in order to prepare metallographic samples. Due
to that fact, it is necessary to perform many tests on many specimens to obtain a complete
picture of damage-induced structural changes at various stages of deformation. Such analysis
may be influenced by few factors like non-homogeneity of the material structure and properties,
different test conditions for specimens and others.
Damage, however, is a local phenomenon. It develops at spots of stress concentration or at

imperfections of the structure. Also, as it has already been mentioned, since the material is never
perfectly homogeneous, there are always differences in the structure for different specimens, even
if they are machined from one piece of the material. For this reason (also due to high cost of many
tests), it would be beneficial to perform investigation of damage-induced structural changes on
one specimen. Such a kind of the specimen proposed and by authors of this article (Socha et al.,
2014), is shown in Fig. 1.

Fig. 1. Specimen for the investigation of deformation induced damage

The gage part of a flat specimen used for this investigations has variable cross-section area.
Such a kind of the trapezoidal gage part design enables obtaining continuous distribution of the
plastic strain after a tensile test to rupture. Assuming that the length of the gage part of the
specimen is l, convergence of this trapezoidal gage part is given by formula

1 :
σY Sl

(σUTS − σY S)bmin
(2.1)

where σY S stands for the yield limit in tension, σUTS stands for the ultimate tensile strength
and bmin is the width of the smallest cross-section of the gage part. For a specimen with this
convergence of the gage part, after strain localization and necking (formation of cohesive zone) in
the narrowest section we shall obtain continuous distribution of plastic strain form the maximum
value at that spot to zero at the opposite end of the gage part where the material is expected
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to reach the yield limit at the instant of specimen failure. In this manner, we shall obtain a
“frozen” picture of deformation induced damage of the structure for all levels of deformation
from purely elastic to permanent deformation corresponding to the final failure of the material.
Changes of the structure along the specimen axis reflect progress of damage with an increasing
value of the above mentioned damage parameter given by Johnson (1980) that can be modified
to a general form for complex stress loading along the non-linear path in the stress space

D =
1
εpf

∫
dεp (2.2)

where the equivalent plastic strain is integrated along the path in the stress space and εpf stands
for its final value at the moment of material failure. In the case of presented investigations, the
material is loaded along the linear path in the stress space and original definition (1.1) can be
used as well.
The gage part of the specimen is marked along its axis with marks shown in Fig. 1. From

the smallest cross-section, six equally distanced marks are put every 3mm, and then four marks
distanced every 5 mm are added. For these spots of the specimen, the axial plastic strain will be
determined based on the incompressibility assumption using the following formula

ε1 = −(ε2 + ε3) (2.3)

where ε2 and ε3 are transversal and in-thickness direction strains. Those strains are calculated
on the basis of measurements of the specimen gage part width and thickness before and after
the test at selected and marked spots.
Cutting metallographic samples from marked spots along the specimen axis and performing

structural observations allows analysis of the damage mechanism and sequence of events during
deformation of the material.

3. Investigated alloy and design of specimens

The material under investigation is nickel-based Inco 718 alloy (AMS 5596K) in cold rolled and
annealed condition. Mechanical properties of the alloy in as received state at room temperatu-
re are: 0.2% offset yield strength σY S – 445MPa, ultimate tensile strength σUTS – 855MPa,
elongation 51%. After heat treatment, the mechanical properties at room temperature are as
follows: σY S – 1150MPa, σUTS – 1350MPa, elongation 21%. The chemical composition of the
alloy is shown in Table 1.

Table 1. Chemical composition of the alloy under investigation [% weight]

C Mn P S Si Cr Ni Al

0.05 0.01 0.008 0.0002 0.10 17.98 52.30 0.60
Mo Cu Cb Ta Ti Co B Fe

2.88 0.02 4.97 0.01 1.02 0.04 0.02 19.96

To verify the above-mentioned strength parameters delivered by a manufacturer, a static
tension test has been performed with the use of the standard specimen with the uniform gage
part.
Based on the stress-strain curve shown in Fig. 2, mechanical parameters of the alloy are found

as follows: 0.2% offset yield strength σY S – 450MPa, ultimate tensile strength σUTS – 890MPa,
elongation 58%. Taking into account the results of the static tension test and formula (2.1), the
convergence of the shown in Fig. 1 specimen gage part, for the material under investigation has
been found to be 1:7.6.
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Fig. 2. Stress-strain curve for a static tension test on the standard specimen

4. Test results

A static tension test has been performed on a specimen with variable cross-section of the gage
part at the room temperature. Both tests were displacement controlled with the rate 0.1mm/min
initially and, after elongation of the gage part reached 1.5%, with the rate 1.2mm/min to rupture.
A force-elongation diagram for the tests are shown in Fig. 3.

Fig. 3. Force-elongation diagram for the static tension test on a variable gage section specimen

For comparison, a force-elongation diagram for the uniform-gage part specimen (marked
with a broken line) is also shown in this figure. As expected, the elongation is bigger for the
specimen with the uniform-gage part. This is due to the fact that strain localization (formation
of cohesive zone) is delayed for this kind of the specimen comparing to the specimen with a
non-uniform cross-section.
As it has been mentioned, the specimen was marked to enable determination of the plastic

strain field. The specimen with marks is shown in Fig. 1. Calculations of the axial plastic strain,
using formula (2.3), are based on measurements of the specimen at marked points before and
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after the test. Both width and thickness of the specimen have been measured to determine
transversal strain in both directions. Distribution of axial strain along the specimen axis is
shown in Fig. 4.

Fig. 4. Distribution of axial plastic strain for a variable gage section specimen

As it can be seen in this figure, the strain is strongly localized in the vicinity of the smallest
cross section. Starting from the third mark (about 9mm from the smallest cross-section), we can
assume that the axial strain changes linearly along the specimen axis. The damage parameter
has also been determined on the base of the axial plastic strain calculated for selected sections of
the gage part using formula (2.3). The final value of the axial plastic strain εf has been calculated
for the fracture surface. In Fig. 4, a plot of the damage parameter overlays the plot of the axial
strain, but values of the damage parameter are shown on the right axis of the coordinate frame.
As it can be seen, the axial plastic strain takes values between 0.1 and 0.68, while the damage
parameter varies from 0.17 to 1 for the fractured surface.

5. Analysis of the damage mechanism

For the specimen gage part, outside the cohesive zone, the analysis of deformation-induced da-
mage has been performed using SEM observations of the specimen surface. Figure 5 shows SEM
pictures of the specimen surface. The pattern remaining after final surface finishing (grinding)
is clearly visible on the specimen surface. Initially straight lines deform with progressing defor-
mation. This deformation illustrates plastic flow of the material around the crack tip. Initially
small, finally it forms bands of large plastic deformation between crack tips.
Cracking of the specimen surface occurs at an early stage of deformation (D = 0.19) at

the interface of hard inclusions and the ductile matrix of the material. The making use of back
scattering electron (BSE) technique allowed observation of hard inclusions as light grey areas
(this technique is sensitive to chemical composition of the material). The chemical composition
of hard inclussions was later investigated with the use of an energy-dispersive X-ray spectroscopy
(EDX) technique on a polished material (see Fig. 9) cut off from the specimen gage part.
The observations of the deformed surface of the material lead to the conclusion that the main
mechanism of material damage in the case of the investigated alloy is the debonding at the
interface of the ductile matrix and hard inclusions associated with large plastic deformation
around the formed crack tips.
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Fig. 5. SEM pictures of the specimen surface

Fig. 6. Development of voids at the surface of the specimen: SEM pictures for the indicated damage
degree (left side), corresponding processed pictures with voids patterns and surface void density

indicated (right side)
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Under the applied stress field, the debonding of the material at the phase interface develops
into voids. Such voids can be seen at the surface of the specimen for consecutive phases of
damage accumulation shown in Fig. 6 as dark spots.
SEM pictures taken with the use of BSE technique are shown on the left side of Fig. 6. Back

Scattering Electron (BSE) technique allows reproduction of the specimen surface in the gray-
scale. Lightness gray color corresponds to intensity of the back scattered electron beam making
possible the detection of surface cracks and voids as dark spots. This picture is subsequently
processed to obtain a black and white pattern of the material discontinuities. The first step
of processing is modification of the color curve resulting in an increase in the picture contrast.
Lightness and contrast of the picture is then adjusted to obtain a clear pattern of discontinuities.
Finally, the picture is binarized (converted into black and white pixels) and the percentage of
black pixels is calculated to obtain surface density of cracks (voids) S. The surface density of
voids is used to calculate the void volume fraction assuming that the voids surface density is the
same for three perpendicular planes (which is close to truth near the specimen surface) using
the formula

f = S
3
2 (5.1)

The void volume fraction f is finally plotted as a function of the damage parameter – see Fig. 7.
The power fit of data points is also shown in this figure together with the equation of the function
used. This function can be used to calibrate the well known Gurson model of ductile fracture of
elastic-plastic materials (Gurson, 1977).

Fig. 7. Void volume fraction f at the surface of the specimen as a function of the damage parameter

The observations of the specimens surface were followed by analysis of the damage induced
inside the gage part of the specimen. The specimen was cut along its axis, and metallographic
samples were prepared to investigate the internal damage of the material. The samples were
taken from locations close to cross sections of the gage part marked in Fig. 1 as the points
of plastic strain measurements. SEM pictures of selected metallographic samples are shown in
Fig. 8.
The pictures show hard inclusions in the ductile matrix at various stages of the deformation

corresponding to the damage parameter indicated in the upper right corner. For a low value of
the damage parameter (D < 0.25), no damage in form of physical discontinuities of the material
exists. The debonding at the phase interface was detected at the deformation corresponding to
the damage parameter 0.28. In Fig. 8, the area of debonding is surrounded by a circle. This
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Fig. 8. SEM pictures of the metallographic samples

Fig. 9. Debonding of the hard inclusion and its chemical composition

process continues to the stage of advanced deformation, later associated by cracking of hard
inclusions and, finally, also cracking of the ductile matrix. In Fig. 9, we can see a SEM picture
corresponding to the value of 0.33 of the damage parameter with clearly visible debonding at
the phase interface. On the left the chemical composition of hard inclusion can be seen. This
hard inclusion can be identified as niobium carbide, and its interface with the ductile matrix
seems to be the weakest point of the investigated alloy.
This observation is confirmed in Fig. 10, where the fractured surface of the specimen is

shown. The analysis of chemical composition at the bottom of dimple of the fracture surface
indicated the same phase, the niobium carbide hard inclusion.

Fig. 10. Fracture surface with niobium carbide at the bottom of dimple

It has to be noticed that, in the case of internal damage analysis, the detection of damage
in form of plastic deformation associating cracking on the interface between hard inclusions and
the matrix is much more difficult than that on the surface. Also, the debonding can be detected
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later than in the case of the surface of the specimen. Taking this fact into account, we have
to notice that the detection of damage is much easier on the specimen surface than inside the
material. Since the deformation around surface cracks forms a “orange skin”, the magnitude of
this deformation should be in some proportion with progressing damage of the material. The
easiest way to quantify such kind of deformation is to measure roughness of the specimen surface.
The results of measurements are shown in Fig. 11. The correlation of the measured arithmetic
average of the absolute values of the amplitude Ra and the damage parameter D can be easily
seen. The linear fit of the data with the equation is also shown in this figure.

Fig. 11. Correlation between the damage parameter and surface roughness

Assuming that surface roughness increases with the progressing deformation, we can use
this parameter as the relative damage indicator. The general formula for damage parameter
calculation using the relative damage indicator is as follows

D =
X −X0
Xf −X0

(5.2)

where X0, X and Xf stands for the initial, actual and final value of the damage indicator.
To calculate the damage parameter for the deformed material, we have to measure the surface
roughness Ra and use the following formula derived through linear fit of the data shown in
Fig. 11

D = 0.4Ra (5.3)

It has to be stressed that this formula is valid only for the investigated material with a particular
surface preparation (initial surface roughness) and for the load scheme applied (static tension).
Extending this formula for other cases is not possible. Formula (5.3), however limited to the
case of the deformation mode and the material used for presented investigations, is very easy
to obtain using results of a simple test. The most important feature of the proposed method is
the fact that using such a simple testing technique one can find correlation between damage of
the material and plastic deformation, and what follows, one can identify the damage mechanism
and critical deformation corresponding to the initiation of material discontinuities.

6. Conclusions

A simple experiment performed on the proposed specimen with a variable gage part allows
observation of the damage mechanism of a deformed Inconel718 superalloy. Structural changes
can be related to progressing deformation of the gage part of the specimen. The changes have
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been observed on the surface of the specimen as well as inside of the gage part. The following
conclusions can be drawn:

• The accumulated equivalent plastic strain can be used for quantifying damage of the
material subject to simple and complex stress states. Using plastic deformation as the
cumulative damage indicator, we can identify the critical value of the damage parameter
corresponding to the most important events during deformation (e.g. initiation of ma-
terial discontinuities). This task is much simplified by using the proposed in this paper
investigation technique.

• The debonding of hard inclusions (niobium carbide) at their interface with the ductile
matrix has been identified as the main damage mechanism for the investigated Inconel718
superalloy. This phenomenon starts early at the specimen surface, this moment corresponds
to the value of the damage parameter D = 0.2. Inside the material, the debonding starts
when the damage parameter reaches approximately 0.3.

• Cracks at the surface of the specimen are associated with large plastic deformation around
their tip. This deformation is clearly visible on SEM pictures showing the specimen surface
at various stages of deformation as the pattern of initially straight lines remaining after
finishing (grinding).

• Observations of the specimen surface with the use of BSE technique have been used to de-
termine the surface density of material discontinuities. Digital picture processing procedure
has been used to calculate the value of this parameter. The surface density of discontinu-
ities (voids) has been then recalculated into the void volume fraction near the specimen
surface. The relationship between the void volume fraction and the damage parameter can
be used to calibrate the model of material ductile fracture (Gurson, 1977).

• Deformation of the specimen surface allows measurement of the damage parameter using
the surface roughness as the relative damage indicator. Derived relationship (5.2) allows
estimation of the damage parameter value. This method, however, works only for a parti-
cular loading scheme (in the case of presented investigations it has been tension) and for
a particular material and surface finishing.
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The main aim of this paper is to compare the effectiveness of numerical techniques used
for spatial multibody dynamics simulation by applying the natural complement method.
In the paper, seven numerical schemes are considered: zero eigenvalue formulation, Pseudo
Upper Triangular Decomposition, Schur decomposition, Singular Value Decomposition, QR
decomposition, coordinate partitioning and Wang-Huston formulation. In order to illustrate
the effectiveness of these schemes, two McPherson struts are considered. Simulations are
performed with four error tolerance values and for three stabilization cases. Some suggestions
on possible applications of the selected methods are formulated.
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1. Introduction

The equations of motion of multibody systems may be written using many different coordinate
sets (de Jalón and Bayo, 1994; Malczyk and Frączek, 2012). However, the most frequently
used are absolute, natural and relative coordinates. Absolute and natural coordinates constitute
redundant sets of coordinates hence a system of equations of motion with constraints has to be
considered. Such a system is the set of differential-algebraic equations (DAEs) with differential
index at most equal to 3. Numerical methods used to solve DAEs are still under intensive
development and the effective integration procedures are less well-known for them than for
ordinary differential equations (ODEs) (Kunkel and Mehrman, 2006). Note that there exist
publications about differential equations in mechanical systems, e.g. (Awrejcewicz, 2014; Eich-
Soellner and Führer, 1998).
Many integration methods can be used to solve DAEs (de Jalón and Bayo, 1994; Haug, 1989).

A large group of these methods transforms the equations of motion described in redundant coor-
dinates into equations written in the minimal set of coordinates. To perform this transformation,
the null space base of the constraints manifold is built and afterwards, equations of motion are
expressed in this base. Null space base vectors are represented by the orthogonal complementary
matrix. Finally, the set of ODEs is obtained, which can be solved efficiently. There are several
methods proposed in literature to accomplish the orthogonal complement.
The main objective of this paper is to compare numerical schemes for DAEs based on or

equivalent to the orthogonal complement methods using two examples. The following methods
are considered: zero eigenvalue formulation, Pseudo Upper Triangular Decomposition (PUTD),
Schur decomposition, Singular Value Decomposition (SVD), QR decomposition, coordinate par-
titioning and Wang-Huston formulation. Hereafter, spatial rigid multibody systems described
with the absolute coordinates are considered. The Euler angles (consecutive rotations about the
z, x and z axes) are used for the orientation description and consequently, the mass matrix is
nonsingular. For the chosen coordinates set, the resulting equations of motion are in the form
of differential-algebraic equations that consist of differential equations of motion and algebraic
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equations of constraints. Note that there are also papers analyzing impact, e.g. (Awrejcewicz et
al., 2003, 2004; Awrejcewicz and Kudra, 2005) or contact, e.g. (Awrejcewicz and Kudra, 2014),
but these phenomena are not examined here.
In order to compare the efficiency of the examined methods, two types of McPherson struts

are analyzed. The first model of the strut has no redundant constrains, while in the second
mechanism the redundancy is taken into consideration (Wojtyra and Frączek, 2013). For all
the considered methods, simulations are performed with four values of the error tolerances
and for three constraint stabilization approaches (with no stabilization of the constraints, with
the Baumgarte stabilization and with the position constraints stabilization using the Newton-
-Raphson method). It is worth noting that similar comparisons were already performed by other
authors (Mariti et al., 2011, 2010; Pennestr̀ı and Valentini, 2007) as well as in (Pękal, 2012).
Therefore, the comparison with the previous publications (Mariti et al., 2011, 2010) is also
performed.

2. Spatial system dynamics

Multibody dynamics description presented in this Section is based on the absolute coordinate
formulation and appears in, e.g. (Frączek and Wojtyra, 2008; de Jalón and Bayo, 1994; Haug,
1989).
The vector of the absolute generalized coordinates can be written as (Haug, 1989):

qn×1 = [qT1 q
T
2 · · · qTN ]T = [q1 q2 · · · qn]T, where N is the number of bodies and n is the

number of generalized coordinates of the multibody system. Moreover, the equation of motion
has the following form (de Jalón and Bayo, 1994; Haug, 1989)

Mq̈+ΦTqλ = Q
e (2.1)

where M is the mass matrix, Φq is the Jacobian matrix of constrains (see Eq. (2.3)), λ is the
Lagrange multipliers vector and Qe is the generalized force vector. Matrix equation (2.1) is
the system of n equations with n + m unknowns (q̈n×1 and λm×1), where m is the number
of Lagrange multipliers. To solve this system, the additional m constraint equations should be
introduced as (de Jalón and Bayo, 1994; Haug, 1989)

Φm×1 = Φ(q, t) = 0 (2.2)

where t denotes time. After differentiating (2.2) over time, we obtain (Haug, 1989)

Φ̇ = Φqq̇+Φt = 0 (2.3)

Differentiation of Eq. (2.3) once again over time yields (Haug, 1989)

Φ̈ = Φqq̈+ (Φqq̇)qq̇+ 2Φqtq̇+Φtt = Φqq̈− Γ = 0 ⇒ Φqq̈ = Γ (2.4)

Eventually, Eqs. (2.1) and (2.4) can be written as index-1 DAEs (de Jalón and Bayo, 1994;
Haug, 1989)

[
M ΦTq
Φq 0

] [
q̈
λ

]
=

[
Qe

Γ

]
(2.5)

where the coefficient matrix is called the augmented matrix (Negrut et al., 1997; de Jalón and
Gutiérrez-López, 2013). It should be pointed out that Eqs. (2.2), (2.3) and (2.4) are analytically
equivalent. However, the direct numerical solution of Eq. (2.5) does not often provide the fulfil-
ment of position (2.2) and velocity (2.3) constraints and may cause the solution drift. Therefore,
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the stabilization methods are often employed. One of the simplest is the Baumgarte stabilization
method (Baumgarte, 1972). In this method, the Γ vector from acceleration constraints is repla-
ced by the following expression: Γ = Γ−2α̂Φ̇− β̂2Φ, where α̂, β̂ are the Baumgarte stabilization
parameters. The value of these parameters is often assumed as α̂ = β̂ ∈ 〈1, 20〉 (de Jalón and
Bayo, 1994).
It is also possible to stabilize the system using the well-known Newton-Raphson method

(Frączek and Wojtyra, 2008; Haug, 1989). The q vector is corrected when constraints norm
(2.2) is greater than the assumed tolerance.

3. Orthogonal complement methods

The equations of motion of the multibody system presented previously constitute a set of DAEs.
In the present Section, those equations are transformed into ODEs by means of the orthogonal
complement. To perform the transformation, the projection matrix P that is orthogonal to the
constraint Jacobian matrix must be computed. The application of the P matrix leads to direct
removal of the Lagrange multipliers from the considered system (de Jalón and Bayo, 1994).

3.1. Orthogonal complement for rheonomic constraints

The following statements are derived for systems without redundant constraints and then
generalized to the case of redundant multibody systems. The procedure for finding orthogonal
complement matrices is presented in (de Jalón and Bayo, 1994; Mariti et al., 2011, 2010; Pennestr̀ı
and Valentini, 2007; Pękal, 2012; de Jalón and Gutiérrez-López, 2013).
Assume that the independent velocity vector v̇ can be obtained by the projection of the

generalized velocity vector into the rows of the constant matrix B (de Jalón and Bayo, 1994;
Pennestr̀ı and Valentini, 2007)

v̇s×1 = Bs×nq̇n×1 (3.1)

where s is the number of independent coordinates.
Combining Eqs. (3.1) and (2.3) yields (de Jalón and Bayo, 1994; Pennestr̀ı and Valentini,

2007)
[
Φq
B

]
q̇ = Xq̇ =

[
−Φt
v̇

]
(3.2)

If X is nonsingular, the inversion of this matrix exists and can be presented in the form:
X−1 = [S P], where P is the projection matrix and S is the matrix which contains the re-
maining columns. Hence (de Jalón and Bayo, 1994; Pennestr̀ı and Valentini, 2007)

q̇ = X−1
[
−Φt
v̇

]
=
[
Sn×m Pn×s

] [−Φt
v̇

]
= −SΦt +Pv̇ (3.3)

Orthogonality of the X matrix gives two orthogonality conditions in the form (de Jalón and
Gutiérrez-López, 2013; Pennestr̀ı and Valentini, 2007)

(Φq)m×nPn×s = 0m×s Bs×nPn×s = Is×s (3.4)

The projection matrix P can be used to eliminate the Lagrange multipliers.
Differentiating Eq. (3.2) and using Eq. (2.4) yields (de Jalón and Bayo, 1994; Pennestr̀ı and

Valentini, 2007)

Xq̈ =

[
Γ
v̈

]
⇒ q̈ = X−1

[
Γ
v̈

]
=
[
S P

] [Γ
v̈

]
= SΓ+Pv̈ (3.5)
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Substituting Eq. (3.5) into Eq. (2.1) gives

M(SΓ+Pv̈) +ΦTqλ = Q
e (3.6)

In order to eliminate the Lagrange multipliers, left-multiplication of both sides of Eq. (3.6)
by PT is required. Afterwards, the use of transposition of Eq. (3.4)1 yields (de Jalón and Bayo,
1994; de Jalón and Gutiérrez-López, 2013)

PTM(SΓ+Pv̈) + 0λ = PTQe ⇔ PTMPv̈ = PTQe −PTMSΓ (3.7)

Assuming v̈s×1 = 0, SΓ can be obtained from Eq. (3.5) as (de Jalón and Bayo, 1994; Pennestr̀ı
and Valentini, 2007)

SΓ = X−1
[
Γ
0

]
(3.8)

The vector v̈ is obtained from Eq. (3.7). Substituting this vector into Eq. (3.5) yields q̈.
In the case of redundant systems, it is convenient to use the pseudoinverse matrixX+ instead

of X−1. Therefore, the problem becomes an optimization task, whose result has the least square
norm.

3.2. Derivation of the projection matrix

Methods that directly apply the projection matrix P are introduced in the following.

3.2.1. Zero eigenvalue method

The first method uses the zero eigenvalue technique (Mariti et al., 2011, 2010; Pennestr̀ı
and Valentini, 2007; Pękal, 2012; Walton and Steeves, 1969) which is based on the eigenvalue
problem. The eigenvalue problem can be written in the form (FreeMat v4.1; Hartfiel, 2001)

AΨ = ΨΛ (3.9)

where the matrix A is a symmetrical matrix, Λn×n = diag (Λ1, Λ2, . . . , Λn) contains eigenvalues
and Ψn×n = [Ψ1 Ψ2 · · · Ψn] is the orthogonal modal matrix which contains the eigenvectors.
In order to determine the projection matrix P, the symmetric matrix A is considered as

(Walton and Steeves, 1969; Pennestr̀ı and Valentini, 2007)

An×n = ΦTqΦq (3.10)

Using this matrix, the following expression is obtained (Walton and Steeves, 1969; Pennestr̀ı
and Valentini, 2007)

ΨTn×n(Φ
T
q )n×m(Φq)m×nΨn×n = Λn×n (3.11)

where Λ is unique and contains non-negative eigenvalues. Assume that Λ1 ¬ Λ2 ¬ · · · ¬ Λn,
then the possible zero eigenvalues have the lowest indices. Moreover, the number of positive
eigenvalues is equal to the rank r of the Jacobian matrix. Therefore, s = n − r eigenvalues
are equal to zero. These eigenvalues correspond to rigid body motion, so their number is equal
to the number of degrees of freedom (DOFs) of the system. Consequently, the system has s
independent and r = n− s dependent coordinates.
Assuming (Walton and Steeves, 1969)

(Φq)m×nΨn×n = Dm×n (3.12)
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Equation (3.11) can be written as (Walton and Steeves, 1969)

DTD = Λ (3.13)

The order of the eigenvalues is opposite to the sequence form (Walton and Steeves, 1969), thus

Dm×n =
[
0m×s D̄m×(n−s)

]
(3.14)

hence (Pennestr̀ı and Valentini, 2007)

Φqm×nΨ
1
n×s = 0m×s (3.15)

where Ψ1n×s is the matrix created from the first s columns of the modal matrix, i.e. columns
which correspond to the zero eigenvalues.
Note that equation (3.15) satisfies first orthogonality condition (3.4)1, hence: P = Ψ1n×s.

Moreover, the modal matrix is orthogonal so condition (3.4)2 is fulfilled for: B = PT.

3.2.2. Schur decomposition method

The description of the Schur decomposition method can be found in (Golub and Loan, 1996;
Hartfiel, 2001; Kincaid and Cheney, 2002; Mariti et al., 2011, 2010; Pennestr̀ı and Valentini,
2007; Pękal, 2012). This decomposition is based on the fact that every square matrix A can be
presented in the form (Golub and Loan, 1996)

UHAU = T = Λ+N (3.16)

whereU is a unitary matrix,UH denotes conjugate transposition ofU andT is a block triangular
matrix, and N is strictly the upper triangular matrix.
Note that the orthogonal matrix is a particular case of the unitary matrix for real numbers,

thus (Golub and Loan, 1996)

UTAU = Λ+N (3.17)

Assuming the A according to Eq. (3.10) and using the fact that the A is normal, it is possible
to write (Golub and Loan, 1996)

UTAU = Λ (3.18)

Note that this is analogous to (3.11). Hence, it is possible to follow as for the zero eigenvalue
method described in Section 3.2.1. Eventually, the following condition is get (Pennestr̀ı and
Valentini, 2007)

(Φq)m×nU1n×s = 0m×s (3.19)

where U1 is the submatrix of U (selected analogously to Ψ1). Therefore, first orthogonality
condition (3.4)1 is fulfilled when: P = U1n×s, while second orthogonality condition (3.4)2 is
satisfied for: B = PT. Since the Schur decomposition method is equivalent to the zero eigenvalue
method, these approaches are treated as one in the following.
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3.2.3. PUTD method

The Pseudo Upper Triangular Decomposition method has two variants and their description
can be found in (Amirouche, 2006; Ider and Amirouche, 1988; Mariti et al., 2011, 2010; Ostal-
lczyk, 2008; Pennestr̀ı and Valentini, 2007; Pękal, 2012). The first type uses the Householder
transformation and the second uses the Gauss elimination.
The transformation matrix H is defined first. Using this matrix, the ΦTq matrix can be

transformed into the upper trapezoidal form Z (in particular into the upper triangular form) as
(Amirouche, 2006; Ider and Amirouche, 1988)

HTn×n(Φ
T
q )n×m = Zn×m (3.20)

where H matrix can be obtained using the Householder transformation (the method denoted as
PUTD-H) or the Gauss elimination (the method denoted as PUTD-G).
The matrix orthogonal to the Z is found in the following step. This matrix can be com-

puted using the Gram-Schmidt orthogonalization of the upper-triangularized Jacobian matrix,
which gives an identity matrix D (Amirouche, 2006). After this, the submatrix of D is taken as
(Pennestr̀ı and Valentini, 2007)

D2(n−r)×n =
[
0(n−r)×r I(n−r)×(n−r)

]
(3.21)

thus (Pennestr̀ı and Valentini, 2007)

D2(n−r)×nH
T
n×n(Φ

T
q )n×m = 0(n−r)×m (3.22)

which after transposing gives

(D2HTΦTq )
T = Φq(D2HT)T = Φq(HDT2 ) = 0m×(n−r) (3.23)

Comparing Eqs. (3.23) and (3.4)1 yields: P = HDT2 , while (3.4)2 is fulfilled when: B = P
T,

what is consistent with Pennestr̀ı and Valentini (2007).
Considering the redundant systems, Eq. (3.21) is fulfilled when the redundant constraints

are at the end of vector (2.2). It is not the general case. This problem can be solved by the
Gauss-Jordan elimination with partial pivoting of the transposed Jacobian matrix. Using this
elimination, the position of the independent constraints in the Jacobian matrix is obtained.
Thus, it is possible to move dependent constraints at the end of the constraints set. Moreover,
the problem of redundant constrains can be also solved by the manual setting of the constraints
in Eq. (2.2) during the preprocessing stage. However, this simple approach can be used only for
small systems.
In the implementation, the method based on the Gauss-Jordan elimination is used to detect

redundant constraints. The choice of the independent constraints is done only once at the be-
ginning of simulation. It should be noted that in some cases the coordinate partition must be
done more frequently due to the loss of independence of the chosen coordinates.

3.2.4. SVD method

The method using singular value decomposition is described in (Mani et al., 1985; Mariti et
al., 2011, 2010; Pennestr̀ı and Valentini, 2007; Pękal, 2012). It uses the decomposition which can
be written in the following form (Pennestr̀ı and Valentini, 2007)

(ΦTq )n×m =Wn×nLn×mV
T
m×m (3.24)

where the matricesW and V are orthogonal, and L includes singular values of the transposed
Jacobian matrix on its diagonal. Assume that m is the total number of the eigenvalues of the ΦTq
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and the rank of the Jacobian matrix r is equal to the number of nonzero eigenvalues. Thus, the
decomposition can be written as (Pennestr̀ı and Valentini, 2007)

(ΦTq )n×m =
[
(Wd)n×r (Wi)n×(n−r)

] [ Λr×m
0(n−r)×m

]
VTm×m =WdΛV

T (3.25)

Left-multiplication of Eq. (3.25) byWTi yields (Pennestr̀ı and Valentini, 2007)

WTi(n−r)×n(Φ
T
q )n×m =W

T
i WdΛV

T (3.26)

Using orthogonality of the matrixW gives (Pennestr̀ı and Valentini, 2007)

WTi Wd = 0 WTi Wi = I (3.27)

hence (Pennestr̀ı and Valentini, 2007)

WTi(n−r)×n(Φ
T
q )n×m = 0(n−r)×m ⇒ ΦqWi = 0m×(n−r) (3.28)

Eventually, first orthogonality condition (3.4)1 is met for (Pennestr̀ı and Valentini, 2007):
P =Wi and second condition (3.4)2 is fulfilled when (Pennestr̀ı and Valentini, 2007): B = PT.

3.2.5. QR decomposition method

The QR method is described in, e.g. (Kim and Vanderploeg, 1986; Mariti et al., 2011, 2010;
Pennestr̀ı and Valentini, 2007; Pękal, 2012). It is based on the QR decomposition described in
details by Golub and Loan (1996). This decomposition takes the form (Kim and Vanderploeg,
1986)

ΦTq = QR (3.29)

where the matrixQ is orthogonal andR is upper trapezoidal or upper triangular in the particular
case of the square decomposed matrix. The matrix R can be written as (Pennestr̀ı and Valentini,
2007)

Rn×m =

[
(R1)r×m
0(n−r)×m

]
(3.30)

However, when the redundant systems are considered, this form of the R matrix occurs only
when the redundant constraints are placed at the end of constraints vector (2.2). There are
several methods to achieve this, e.g. appropriate definition of the constraints vector, use of the
Gauss-Jordan elimination with partial pivoting or application of the alternative version of the
QR decomposition which can be written in the form (FreeMat v4.1; MATLABr)

ΦTqE = QR (3.31)

where E is a permutation matrix, which allows the matrix R to take the form from Eq. (3.30).
Eventually, the QR decomposition of the transposed Jacobian matrix yields

(ΦTq )n×mEm×m = Qn×nRn×m =
[
Q1n×r Q2n×(n−r)

] [ R1r×m
0(n−r)×m

]
= Q1R1 (3.32)

Left-multiplying Eq. (3.32) by the QT2 gives

QT2Φ
T
qE = Q

T
2Q1R1 (3.33)
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Using the orthogonality property of the Q matrix yields (Pennestr̀ı and Valentini, 2007)

QT2Q1 = 0 QT2Q2 = I (3.34)

Transposition of Eq. (3.33) using Eq. (3.34) gives

(QT2Φ
T
qE)

T = ETΦqQ2 = 0 (3.35)

Left-multiplying Eq. (3.35) by the permutation matrix yields

ΦqQ2 = 0 (3.36)

Thus, first orthogonality condition (3.4)1 is fulfilled when: P = Q2 and second orthogonality
condition (3.4)2 is met for: B = PT.

3.3. Related methods

The following Section describes methods that do not use directly the projection matrix P.
Note that these methods are equivalent to the orthogonal complement methods. It was described
by, e.g. de Jalón and Bayo (1994) in the case of the coordinate partitioning method and by Wang
and Huston (1989) for the Wang-Huston formulation.

3.3.1. Coordinate partitioning method

The coordinate partitioning method is described in (de Jalón and Bayo, 1994; Mariti et al.,
2011, 2010; Pennestr̀ı and Valentini, 2007; Pękal, 2012; Wehage and Haug, 1982).
The coordinates are partitioned into independent v and dependent u sets using, e.g. the

Gauss-Jordan elimination with partial pivoting of the Jacobian matrix. Thus, according to the
coordinate partitioning, the differential-algebraic equations of motion from Eq. (2.5) take the
following form (these are dependences from Pennestr̀ı and Valentini (2007), written in the matrix
form)



Muu Muv ΦTu
Mvu Mvv ΦTv
Φu Φv 0






ü
v̈
λ


 =



Qeu

Qev

Γ


 (3.37)

giving



ü
v̈
λ


 =




Φ−1u (Γ−ΦvM̆−1Q̆e)
M̆−1Q̆e

(Φ−1u )
T(Qeu −MuvM̆−1Q̆e −MuuΦ−1u (Γ−ΦvM̆−1Q̆e))


 (3.38)

where (Pennestr̀ı and Valentini, 2007)

M̆ =Mvv −MvuΦ−1u Φv −ΦTv (Φ−1u )T(Muv −MuuΦ−1u Φv)
Q̆e = Qev −MvuΦ−1u Γ−ΦTv (Φ−1u )T(Qeu −MuuΦ−1u Γ)

(3.39)

Note that the Φ−1u should be replaced by its pseudoinverse Φ
+
u for redundant systems.

Moreover, all the generalized coordinates are integrated during the simulations in order to obtain
comparable results to the outcomes from the other methods.
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3.3.2. Wang-Huston formulation

The method, described by Mariti et al. (2011, 2010), Pękal (2012), Wang and Huston (1989)
is based on pseudoinversion and is equivalent to the orthogonal complement method (Wang and
Huston, 1989).
Using Eq. (2.1) yields (Mariti et al., 2010; Wang and Huston, 1989)

q̈ =M−1(Qe −ΦTqλ) (3.40)

Substituting Eq. (3.40) into Eq. (2.4) gives (Wang and Huston, 1989)

λ = (ΦqM−1ΦTq )
−1(ΦqM−1Qe − Γ) (3.41)

and substituting Eq. (3.41) into Eq. (3.40) leads to (Wang and Huston, 1989)

q̈ =M−1ΦTq (ΦqM
−1ΦTq )

−1Γ− (M−1ΦTq (ΦqM−1ΦTq )−1Φq − I)M−1Qe (3.42)

where ΦTq (ΦqM
−1ΦTq )

−1 is the weighted pseudoinverse of the Φq matrix (Wang and Huston,
1989).
For the redundant systems, the pseudoinverse matrix (ΦqM−1ΦTq )

+ should be taken instead
of the inverse matrix (ΦqM−1ΦTq )

−1.
It is important to note that the Wang-Huston formulation is not suitable for multibody

systems with singular mass matrices. Therefore, in the numerical examples presented below, the
Euler angles are used in order to avoid this issue.

4. Numerical examples

4.1. McPherson suspensions with and without redundant constraints

The presented methods have been implemented and tested on two elementary examples
of spatial mechanisms. The simplified McPherson strut without redundant constraints shown
in Fig. 1a is the first example and the second one is the overconstrained McPherson strut
presented in Fig. 1b. Elimination of the redundant constraints from the second example results
in the simplified McPherson strut. The idea for consideration of these mechanisms is taken from
(Haug, 1989). Both mechanisms consist of 5 rigid bodies (denoted below as i = 1, 2, 3, 4, 5)
and have 4 degrees of freedom. Two of the DOFs are local mobilities (for bodies 3 and 4).
Dimensions of the systems are presented in Table 1 and employ symbols presented in Figs. 1a
and 1b. Moreover, origins of the local coordinate frames are located in the centers of mass of the
bodies, so that certain expressions get simplified, e.g. the gravitational torques reduce to zero. It
is assumed that the centers of mass are placed in the middle of the body i lengths: |AB|, |CD|,
|JK|, |IL| and |LN |, respectively.
The kinematics of the mechanisms is described using the absolute coordinates. The Euler

angles are used for description of the orientation in order to obtain nonsingular mass matrices.
Masses of all bodies are: mi = 1kg and moments of inertia are: Jxi = Jyi = Jzi = 0.1 kgm2.

Table 1. Dimensions of the McPherson struts

Body 1 2 3 4 5
Symbol |AB| |AAa| |AAb| |CD| |CE| |CF | |BC| |FG| |EH| |GI| |JK| |IL| |LN |
Dim. [m] 0.3 0.025 0.025 0.45 0.1 0.25 0.05 0.1 0.15 0.05 0.3 0.5 0.2

Both considered models are loaded in the same manner. The force of the constant value
Fz = 40N is applied to the center of mass of the first body in the z direction and the time



1400 M. Pękal, J. Frączek

Fig. 1. (a) Simplified McPherson strut, (b) McPherson strut with redundant constraints

varying force acting in the y direction Fy = 0.1 sin(t) N is applied to body 5. Moreover, it is
assumed that the gravity is acting in the negative z direction with gravity acceleration equal to
g = −9.80665m/s2.
The analyzed methods have been implemented using MATLABr R2012b. The obtained

results (positions, velocities and accelerations) were compared with the outcomes of the simu-
lations performed in AdamsTM 2013 in order to verify their correctness. To integrate the equ-
ations of motion, the ode45 method based on the Runge-Kutta scheme was used in MATLAB.
Simulations were performed on the personal computer equipped with Intelr CORETM i5 CPU
M520 @ 2.40GHz 2.40GHz processor, 4GB of RAM and 64-bit Microsoftr Windowsr 7 Home
Premium operating system. Computational times were measured using tic and toc functions.
Moreover, MATLAB program was run in the single thread mode in order to avoid problems
with multi thread time measurements.
Each simulation was carried out for 10 s motion. Three stabilization cases were performed

for each method: without constraint stabilization, with the Baumgarte stabilization (where
α̂ = β̂ = 10) and with the stabilization of the position constraints using the Newton-Raphson
method. Moreover, four ode45 error tolerances were considered: AbsTol = RelTol ∈ {1e-10;
1e-8; 1e-6; 1e-3}, where AbsTol and RelTol are absolute and relative error tolerances respective-
ly.

4.2. Numerical results – comparison

Results of the computational time versus the error tolerances are presented in Figs. 2-5.
Figures 2a and 3a contain the computation time for simulations without constraint stabiliza-
tion, Figs. 2b and 3b present the results for computations with the Baumgarte stabilization,
and Figs. 4 and 5 depict outcomes from simulations with stabilization of the position constra-
ints. Note that Fig. 5b shows the results presented in Fig. 5a but for clarity the Wang-Huston
formulation results are excluded.
In the most examples, PUTD methods turn out to be the slowest. Note that the PUTD-H

and PUTD-G give almost the same computational time in the case of the simplified McPherson
strut, while for the overconstrained McPherson strut, the PUTD-G seems to be faster than the
PUTD-H. It may be due to inefficient implementation of the transformation of the H matrix
(Eq. (3.20)). For the remaining methods, the results of most simulation cases are very close to
each other. However, in the case of the redundant McPherson strut with stabilization of the
position constraints, the Wang-Huston formulation is many times slower than other methods,
because of the loss of accuracy of the velocity constraints. Hence, the QR decomposition can be
recognized as the most reliable and efficient method though, its results are a bit slower than the
outcomes from the Wang-Huston formulation in some cases.
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Fig. 2. Simplified McPherson strut: (a) without constraint stabilization, (b) with the Baumgarte
stabilization

Fig. 3. Overconstrained McPherson strut: (a) without constraint stabilization, (b) with the Baumgarte
stabilization

Fig. 4. Simplified McPherson strut with stabilization of the position constraints
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Fig. 5. Overconstrained McPherson strut with stabilization of the position constraints: (a) with and
(b) without results of the Wang-Huston formulation

The simulations with stabilization of the constraints take longer than the simulations without
stabilization, which should be expected due to greater computational cost.
There are other publications that compare the computation time for spatial systems, e.g.

(Mariti et al., 2011, 2010), where results for the Wang-Huston formulation are not presented
(when the spatial systems are examined). This is because the Euler parameters were used there
for description of the orientation, which resulted in the singular mass matrix and, consequently,
the Wang-Huston formulation cannot be employed.
Moreover, the zero eigenvalue method and the Schur decomposition method were considered

separately by Mariti et al. (2011, 2010), Pennestr̀ı and Valentini (2007) but the matrix A (Eq.
(3.10)) is symmetric, so the Schur decomposition is equivalent to the eigenvalue problem (Golub
and Loan, 1996). Therefore, these methods can be considered together as it is done in the current
paper. Furthermore, only one type of the PUTD method was examined by Mariti et al. (2011,
2010), and in our paper 2 variants of that method are analyzed.
Comparing to Mariti et al. (2010), the shorter qualitative results are obtained for the co-

ordinate partitioning method. This is due to the fact that in Mariti et al. (2010) coordinate
partitioning was done at each time step. In our paper, only one coordinate partitioning is suffi-
cient. In the general case, it should be monitored whether the actual partition of coordinates is
still valid.
The computation time grows with the increasing accuracy of computations what is in general

consistent with the intuition. This is not the case for all results presented by Mariti et al. (2011).
As mentioned earlier, the results of the zero eigenvalue, Schur decomposition, SVD and QR

decomposition methods are close to each other. The similar conclusion was obtained by Mariti et
al. (2010). Note also that in Mariti et al. (2010), the PUTD method gaves results that were close
to the mentioned methods. This is not the case in the present work as computations for both
types of the PUTDmethod usually take longer than for the zero eigenvalue, Schur decomposition,
SVD or QR decomposition methods. This might be caused by inefficient implementation of the
H matrix transformation (Eq. (3.20)).

5. Conclusions

Computational effectiveness of the simulation algorithms strongly depends on the selected me-
thod. In the current paper methods that are based on the orthogonal complement are compared:
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zero eigenvalue formulation, Pseudo Upper Triangular Decomposition (PUTD), Schur decom-
position, Singular Value Decomposition (SVD) and QR decomposition. Moreover, two schemes
equivalent to the orthogonal complement methods are also considered: coordinate partitioning
and Wang-Huston formulation. The effectiveness of these methods for two elementary mecha-
nisms – McPherson struts with and without redundant constraints are considered. Moreover, it
is worth noting that the obtained results are comparable with the outcomes from the previo-
us publications (Mariti et al., 2010; 2011). The comparison with the mentioned publications is
described in details in Section 4.
The most robust and one of the most efficient formulation is the method based on the QR

decomposition, although Wang-Huston formulation is faster in some cases. This is because the
Wang-Huston formulation proved to be the slowest method in simulations of the redundant
mechanism with stabilization of the position constraints. It is due to the loss of accuracy of the
velocity constraints, which are not stabilized in that case. The other algorithms can be slower
because of several reasons, e.g. they may require the solution of the eigenvalue problem, which is
numerically expensive. Moreover, the computation time is shorter for simulations without stabi-
lization than for the cases with stabilization. Despite this, there is a decrease in the constraints
accuracy in the unstabilized simulations, which may cause difficulties in longer multibody motion
analyses.
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In the paper, influence of control surface failures on UAV aircraft dynamics is investigated.
A method for control loads determination for a nonlinear UAV aircraft model is presented.
The model has been developed to analyse the influence of various control surface failures on
aircraft controllability and to form the background for developing reconfiguration methods
of flight control systems. The analysis of the control system failure impact on the aircraft
dynamics and the ability of the control system to reconfiguration are presented.

Keywords: UAV, flight dynamics, control, reconfiguration

1. Introduction

In the last few decades, the number of unmanned aircraft operations has increased. At the
beginning UAVs were mainly used for the purposes of military forces. Today, plenty of different
types of Unmanned Aircraft Vehicles (UAVs) perform missions which are too dull, dirty, or
dangerous for manned aircraft also in the civil airspace. The main problems which slow down
the spreading of the UAVs in the civil sector is the integration of Unmanned Aerial Systems
(UAS) with the Air Traffic Management systems and safety of the UAS. For the manned aviation,
there are plenty of different regulations which are forcing the manufacturers and operators to
enhance safety and reliability of the aircraft. At the time, there are no such regulations for
unmanned systems. Different sources show how hazardous the current unmanned systems are.
Some reports show that the rate of UAV accidents is about 32 per 100 000 flight hours, which is
3 200 times more than the number for commercial liner aircraft (Defense Science Board Study,
2004). These numbers show that there is much work to do within the safety area of the unmanned
systems. Various institutions around the world are now focusing on the safety aspects of the
UAS usage (Loh et al., 2006, 2009; Uhlig et al., 2006; Lin et al., 2014). The researchers try to
convince manufacturers that the safety must be taken into account from the very beginning of
the development process and that it does not have to increase the cost of the system very much.
Especially hazardous are designs that are based on the COTS elements and subsystems. It is
well known that the total safety of a complex system depends on the safety of each element.
However, there are ways to assure that the failure of the single element or subsystem will not
lead to an accident.
The UAV aircraft safety depends on several unpredictable factors such as, for instance, hostile

actions both inside and outside the aircraft. When failures occur, the most important actions
must be aimed at maintaining the aircraft controllability. The UAV aircrafts perform their flight
mainly using autopilots. The automatic flight control systems are designed for normal operation
and may not be able to react sufficiently efficient when an unpredicted malfunction appears. A
method for assuring safety in the case of unpredictable failure is reconfiguration of the flight
control system (Kozak et al., 2014), which would make the control system fault tolerant and
ensure aircraft controllability in the event of fault.
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The process of flight control system reconfiguration is aimed to take advantage of the working
part of the control system in the case of partial system failure. The reconfiguration can be
performed in three levels. Level 1 performs two functions: sets control surfaces to compensate
the failure effects and corrects the strategy of control surfaces handling (Burcham, 1997). In
level 2, an attempt is made to rearrange the autopilot control laws to adopt to a new situation,
(Bodson, 2003; Hass and Wells, 2003). In level 3, on the basis of prediction about the future
situation, refinement of the flight trajectory is performed (Masui et al., 2004; Suzuki et al., 2004).
Typically, control surfaces such as elevators, ailerons and flaps work in pairs and are located in

opposite sides of the longitudinal plane of symmetry of an aircraft (Fig. 1). This configuration
is easy to handle but its redundancy is highly limited. The redundancy can be increased by
splitting all paired control surfaces and control them individually. This feature of the control
system property is named structural redundancy (Burcham, 1997; Żugaj and Narkiewicz, 2009)
and results in increasing the flexibility of aircraft handling. The decoupled control system is more
reliable for the reconfiguration process and can be supported by a broad scope of reconfiguration
schemes.

Fig. 1. Control surfaces layout

The dynamic model of UAV is needed for analysis and synthesis of the control system
reconfiguration method at each level. That is why the model must assure simulation of each
control surface failure and handling strategy (Żugaj and Narkiewicz, 2007, 2010). It involves
complex modeling of control loads where all control surfaces are considered individually, not in
pairs as usually.
The aim of the present work is to develop a UAV dynamic model for analysis of reconfigu-

ration of the flight control system. A six degrees of freedom nonlinear model with decoupled
control surfaces has been derived using the classical approach. The contributions of each control
surface to aerodynamic loads are estimated based on distributions of lift and drag forces along
lifting surfaces span due to the control surface deflection obtained from CFD software. The
model is used for investigation of UAV aircraft performances under control surfaces failure. The
analysis of decoupled control system efficiency for reconfiguration has been performed as well.

2. UAV nonlinear model

The UAV airplane considered in this study is shown in Fig. 1. The airplane is modeled as a rigid
body with six degrees of freedom. The control forces and moments are produced by two ailerons
and two flaps placed on the wing trailing edge, two elevators placed on the horizontal stabilizer
trailing edge, and the rudder placed on the trailing edge of the fin. The aircraft is propelled by
one electric motor with a constant pitch tracking propeller placed in front of the fuselage.
The elevators, ailerons and flaps work in pairs and the operation of each pair is modeled

as a single control input. The modeling of the control loads of individual control surfaces is
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required due to the UAV model application in analysis and validation of the control system
reconfiguration. Each control surface is treated as an individual control input. So, the number
of control inputs increase from four in the classical to seven in the reconfigurable configuration.
The aircraft equations of motion are derived in the body co-ordinate system Obxbybzb (Fig. 2)

fixed to the airplane fuselage. The centre Ob of the system is placed at the UAV gravity centre.
The Obxb axis lies in the plane of aircraft symmetry and is directed forward. The Obyb axis is
perpendicular to the aircraft plane of symmetry and points right, the Obzb axis points “down”.

Fig. 2. Coordinate systems

The aircraft translations and attitude angles are calculated in the inertial co-ordinate system
Onxnynzn; the centre of this system On is placed at an arbitrary point on the earth surface.
The Onzn axis is along the vector of gravity acceleration, points down. The Onxnzn plane is
horizontal, tangent to the earth surface, the Onxn axis points to the North and Onyn axis to
the East.
The vector y = [ xn yn zn Φ Θ Ψ ]T defines position and attitude of the aircraft

(Fig. 2). It is composed of the vector of the aircraft position rn = [ xn yn zn ]T in the ground
system of co-ordinates Onxnynzn and the roll Φ, pitch Θ and yaw Ψ angles describing the air-
craft attitude. The airplane state vector x = [ v ω ]T is composed of linear velocity components
v = [ U V W ]T and the angular rate ω = [ P Q R ]T, P,Q,R – angular velocities.
The vectors of the aircraft state, position and attitude are related by a kinematic equation

ẏ = Tx (2.1)

The matrix T is composed of two matrices: TV relating to velocities and TΩ – to rates

T =

[
TV 0
0 TΩ

]
(2.2)

where

TV =



cosΘ cosΨ sinΘ sinΦ cosΨ − cosΦ sinΨ cosΦ sinΘ cosΨ + sinΦ sinΨ
cosΘ sinΨ sinΘ sinΦ sinΨ + cosΦ cosΨ cosΦ sinΘ sinΨ − sinΦ cosΨ
− sinΘ sinΦ cosΘ cosΦ cosΘ




TΩ =



1 sinΦ tanΘ cosΦ tanΘ
0 cosΦ − sinΦ
0 sinΦ secΘ cosΦ secΘ




(2.3)

The airplane equations of motion have been obtained by summing up forces and moments from
inertia, gravity fG, aerodynamic fA, and propulsion fT loads (Nizioł, 2005)

Aẋ+B(x)x = fA(x,y, δ) + fG(y) + fT (x,y, δT ) (2.4)
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where A is the aircraft inertia matrix, B – gyroscopic matrix, δ – vector of control surface
deflections and δT is the position of the throttle lever

δ =
[
δAR δAL δER δEL δR δFR δFL

]T
(2.5)

The first letter of the subscripts A, E, F , R denotes the type of the control surface, i.e. aileron,
elevator, flap and rudder, respectively. The second letter denotes the position of the control
surface: L – left, R – right.
The matrix A describes inertia properties of the aircraft, and the matrix B(x) = Ω(x)A

results from inertia loads not depending on accelerations (Nizioł, 2005)

A =




m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ix 0 −Ixz
0 0 0 0 Iy 0
0 0 0 −Ixz 0 Iz




Ω(x) =




0 −R Q 0 0 0
R 0 −P 0 0 0
−Q P 0 0 0 0
0 −W V 0 −R Q
W 0 −U R 0 −P
−V U 0 −Q P 0




(2.6)

where m is the aircraft mass, Ix, Iy, Iz are moments of inertia, and Ixz is the product of inertia.
The aerodynamic loads fA may be expressed as the sum of two parts

fA(x,y, δ) = fAS(x,y) + fδ(x,y, δ) (2.7)

The part fδ(x,y, δ) depends on deflections of control surfaces and the part fAS(x,y) does not.
Substituting Eq. (2.7) into (2.4), rearranging and multiplying by A−1, the nonlinear aircraft

model can be written as

ẋ = f1(x,y) + f2(x,y, δ) + f3(x,y, δT ) (2.8)

In Eq. (2.8), the first component does not depend on aircraft control, the second one describes
airplane loads increment due to deflection of the control surface, and the third one describes
airplane loads due to thrust control.
The point of interest in this study is the increment of aerodynamic loads produced by de-

flection of asymmetric (individual) control surfaces. The control surfaces are modeled as trailing
edge plain flaps (Young, 1953). The aerodynamic loads depend on the lifting surface outline and
section (airfoil) geometry (Fig. 3). The flap deflection changes the lift and drag forces around
the part of the lifting surface where the flap is located. The lift and drag forces as well as the
pitching moment can be expressed in form (Cook, 2007)

L = qSCL D = qSCD M = qScCm (2.9)

where q is the free stream dynamic pressure, S is the lifting surface plan form area, c is the airfoil
chord CL,CD and Cm are lifting surface lift, drag and pitching moment coefficients, respectively.
The airfoil lift increment due to plain flap deflection results from effective change of the airfoil
camber and airfoil angle of attack α′ (Young, 1953). The lift coefficient increment depends on
the chord cf , span bf and deflection angle δ of the flap (Fig. 3).
The airfoil drag increment results from profile drag increment which can be analyzed in

the same way as the lift coefficient increment. The profile drag does not have a significant
influence on the lifting surface drag regarding to the induced drag. The lifting surface induced
drag increment due to flap deflection can be estimated by (Young, 1953)

∆CDi = K
∆C2Lδ
πA

(2.10)
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Fig. 3. Section and lifting surface parameters

where ∆CLδ is the lifting surface lift coefficient increment due to flap deflection, A is the lifting
surface aspect ratio and K is an empirical constant.
The analytical methods for aerodynamic coefficients estimation allow obtaining only quanti-

ties of lift, drag and moment increments. These increment distributions along the lifting surface
are also needed to calculate the influence of the flap deflection on the aircraft aerodynamics roll
and yaw moments.
The numerical analysis of the lift increment distribution due to flap deflection have been

done using a free software. The calculations have been performed for isolated lifting surfaces at
cruise flight conditions of the UAV aircraft. An example of the wing lift coefficient increments
due to aileron and trailing edge flap deflection and the horizontal tail lift coefficient increment
due to elevator deflection in the body coordinate system are presented in Figs. 4-6.

Fig. 4. Wing lift coefficient distribution due to aileron deflection

Fig. 5. Wing lift coefficient distribution due to flap deflection
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Fig. 6. Horizontal tail lift coefficient distribution due to elevator deflection

The control derivatives for each control surface have been obtained based on the lift di-
stribution. The increment of the lift ∆cLij(ζ), drag ∆cDij(ζ) and pitching moment ∆cmij(ζ)
coefficients distribution of the i-th control surface and j-th deflection angle along the appropria-
te lifting surface span have been calculated as differences of the distribution for the clear and
j-th flap configuration at first. Next, the control derivatives have been obtained using analytical
methods presented in Cook (2007) and Nizioł (2005) as an integral in general form

∆f2ij = q

b/2∫

0

g
(
c(ζ),∆cLij(ζ),∆cDij(ζ),∆cmij(ζ), ζ

)
dζ (2.11)

The i-th increment of the control loads ∆f2i(x,y, δi) as functions of the flight condition para-
meters (angle of attack, airspeed, etc.) and the i-th control surface deflection angle have been
formed by combining the control derivatives for all deflection angles of the i-th control surface.
The modeled aerodynamic loads can be written in the form

f2(x,y, δ) =
n∑

i=1

∆f2i(x,y, δi) (2.12)

where n is the number of the control surfaces.
Figures from 7 to 9 present examples of the roll L, pitchM , and yaw N moments produced by

the right aileron AR, elevator ER and flap FR at a constant angle of attack equal to 1.5 degrees.
It can be seen that the single elevator has the greatest influence on the pitch moment, and the
single aileron and flap produces the greatest roll moments, as expected. What is more, the
elevator influence on the roll and yaw moments is very low, and the aileron and the flap produce
quite significant pitch and roll moments.

3. Investigation of the control surfaces decoupling scheme

The nonlinear UAV dynamic model with decoupled control surfaces has been tested. The tests
were aimed at the investigation of the influence of operation of the decoupled control surfaces
on the aircraft behavior during normal smooth flight. The results show a significant changes
in aircraft behavior due to asymmetric control surfaces deflection. Deflecting any single control
surface causes three dimensional changes of the aircraft attitude and the trajectory which re-
quires immediate correction using other surfaces to achieve the demanded control results. That
indicates that the lock of one of the control surfaces at any arbitrary position causes an unpre-
dicted and unexpected response of the UAV aircraft to the control inputs, what may lead to
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Fig. 7. Roll moment increment due to control surfaces deflection

Fig. 8. Pitch moment increment due to control surfaces deflection

Fig. 9. Yaw moment increment due to control surfaces deflection

crash of the aircraft. What is more, if the control surface is locked in a non-neutral position (non
zero deflection angle), these adverse effects will have significant influence on the equilibrium
conditions of the aircraft.
Figures from 10 to 13 present a comparison of the aircraft behavior in two cases: the fault

free configuration and the right elevator lock on the neutral position configuration. These tests
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Fig. 10. Aircraft bank angle

Fig. 11. Aircraft pitch angle

Fig. 12. Aircraft yaw angle

were performed for steady cruise conditions and the tasks were to apply a double impulse control
signal to the elevators. At first, the control surfaces worked in the normal (coupled) configuration
(both elevators operate), next the decoupled scheme was tested and the input signal was applied
only to the left elevator. Only a phugoid oscillation was induced in the case of the normal
configuration, what is typical. The phugoid oscillation had lower amplitude in the case of right
elevator fault. What is more, the asymmetric elevator deflection induced disturbances to the
bank and yaw angles.



UAV aircraft model for control system failures analysis 1413

Fig. 13. Input signal

The UAV dynamic model has also been used to investigate the decoupled control system
ability to reconfigure in the case of the lock of control surfaces. The main task of the control
reconfiguration is at least to continue the steady flight after failure. The behavior of a damaged
aircraft can be similar to the behavior of a failure-free aircraft, when the reconfigured control
system is able to produce similar aerodynamic moments (Żugaj and Narkiewicz, 2010). The
efficiency of the reconfiguration strongly depends on the control system redundancy.
The control system of the presented UAV aircraft consists of seven control surfaces: lefts

aileron AL, elevator EL and flap FL, and rights aileron AR, elevator ER and flap FR, and the
rudderR. The contribution of each control surface to the roll L, pitchM and yaw N aerodynamic
moments is presented in Fig. 14. These figures present the proportion of the maximum positive
and negative values of produced moments to the maximum values of moments in the normal
configuration. It can be seen that the roll moment (of positive or negative value) can be generated
by both ailerons and the flap. The contribution of each of these surfaces is almost equal. The pitch
moment can be mainly generated by both elevators with a little contribution of both ailerons
and flaps, but the flaps can produce only negative value of the pitching moment because of their
handling limitations (flaps can be deflected down only). The control redundancy is very poor in
the case of the yaw moment. It can be generated only by the rudder, and the contribution of
other surfaces is not significant.

Fig. 14. Contributions of control surfaces to aerodynamic moments

Figure 15 presents the proportions (relative to the normal control configuration) of the total
positive and negative values of the control moments produced by all control surfaces. It shows
the advantages of the decoupled control system. The amount of the roll moment can be increased
by about 60%, the pitch moment by 30% and the yaw moment by 13% through handling all
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control surfaces individually. The amount of pitch moment increment could be increased by
redesigning the flaps mechanization and extending their deflection range to an upper position
(negative deflection angle), which could be done easily in the case of a small UAV airplane.

Fig. 15. Total values of aerodynamic moments produced by all control surfaces

4. Conclusions

The methodology of determination of the individual control surface aerodynamic loads is pre-
sented. A six degrees of freedom nonlinear model of the UAV aircraft with decoupled control
surfaces has been developed. The influence of control surfaces failures on the UAV flight per-
formances has been investigated using the model. The analysis of decoupled control system
efficiency for reconfiguration has been performed as well.
The simulation results prove a significant influence of the control surface lock on the aircraft

dynamic performances. The analysis of the decoupled control system indicates its ability to
reconfigure, which could refine the aircraft reliability.
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In this paper, a numerical modeling of crack propagation for rubber-like materials is presen-
ted. This technique aims at simulating the crack growth under mixed-mode loading based
on the strain energy density approach. At each crack increment length, the kinking angle is
evaluated as a function of the minimum strain energy density (MSED) around the crack tip,
using the Ansys Parametric Design Language (APDL). In this work, numerical examples are
illustrated to demonstrate the effectiveness, robustness and accuracy of the computational
algorithm to predict the crack propagation path. The results obtained show that the plan of
crack propagation is perpendicular to the direction of the maximum principal stretch. Mo-
reover, in the framework of linear elastic fracture mechanics (LEFM), the minimum values
of the density are reached at the points corresponding to the crack propagation direction.

Keywords: strain energy density, mixed mode, hyper-elastic, crack propagation

1. Introduction

Today rubbers are used in many engineering industries. The demand for such materials and
their performance is continually increasing. The performance is limited, among other factors,
by the initiation of cracks. Hence, it is necessary to develop procedures that allow an exact
determination of a fracture criterion of these materials. To study fracture rubbers we can use
two approaches: the global approach and the local approach. The global approach of the frac-
ture mechanics, originated from Griffith (1920, 1924), represents a good method allowing the
characterisation of the materials fracture. It assumes that initiation and growth of cracks begin
from pre-existing defects in the structure. In the ’50s, Rivlin and Thomas (1953) generalized the
Griffith’s energy approach and defined the concept of tearing energy T as the energy released
per unit area of crack surface growth. The parameter T can be calculated analytically from a few
specimen geometries proposed by several authors (Rivlin et Thomas, 1953; Greensmith, 1963;
Andrews, 1974).
The global energy approach is used qualitatively to characterize the rupture of materials

under simple loading (mode I); it is not adapted for complex loadings (mode I+II). In this case,
the quantitative local approach represents a good alternative which makes it possible to indicate
the crack initiation and direction.
In linear elastic fracture mechanics, the various fracture criteria for cracks subjected to mixed

mode loading have been introduced for the determination of the propagation direction and the
critical stress such as the maximum tangential stress criterion (Erdogan and Sih, 1963; Chang,
1981; Maiti and Smith, 1983), maximum principal tangential stress criterion (Maiti et Smith,
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1983), maximum strain criterion (Wu, 1974; Chang, 1981), and strain energy density criterion
(Sih, 1974; Theocaris, 1984). Almost all these criteria postulate that crack initiation occurs at
the crack tip and propagate towards the radial direction.
Sih’s (Sih, 1973, 1974; Sih and Macdonald, 1974; Kipp and Sih, 1975) strain energy density

criterion (SEDC) assumes the strain energy density to be investigated for an element around
the crack tip as the starting point and the strain energy density factor as a basic parameter. It
is then postulated that crack initiation will occur at the crack tip in the radial direction along
which the strain energy density factor S is minimum, and the crack will begin to propagate
when the factor S reaches some critical value.
The strain energy density criterion was validated experimentally and numerically on fragile

materials (Theocaris, 1984; Boulenouar et al., 2016, 2013a; Benouis et al., 2015; Ayatollahi and
Sedighiani, 2012; Pegorin et al., 2012; Choi et al., 2006) and ductile materials (Komori, 2005;
Chow and Xu, 1985; Carpinteri, 1984). In the framework of large deformations, this criterion
was used by Hamdi et al. (2007) on filled rubber materials to predict the initial crack orientation
of a central crack.
The objective of this paper is to present the numerical modeling of the crack propagation tra-

jectory for rubber-like materials. Using the Ansys Parametric Design Language (APDL) (2006),
the crack direction is evaluated as a function of the minimum strain energy density (dW/dV )min
around the crack tip. The numerical examples are included to illustrate the validation of the
numerical approach for crack growth simulation in hyper-elastic materials.

2. The strain energy density theory

The SED fracture criterion locally focuses on the continuum element ahead of the crack and is
based on the notion of weakness or severity experienced by the local material. Failure occurs
when the critical amount of strain energy dW is accumulated within the element volume dV
and the crack is then advanced incrementally in the corresponding direction (Sih, 1974; Sih and
Barthelemy, 1980). The strain energy density function dW/dV is assumed to have the following
form

dW

dV
=
S

r
(2.1)

where S is the strain energy density factor and r is the distance from the crack tip. The minimum
of the strain energy density factor Smin around the crack tip determines the likely direction of
crack propagation.
The strain energy density can be determined directly from the relationship

dW

dV
=
1
2
σT ε (2.2)

The computed discrete values for S are then fitted with an approximation function which ena-
bles simple determination of the local minimum. The strain density function has several local
minimuma around the crack tip, where the global minimum is not necessarily the true solution,
as it can be observed in Fig. 1.
The physically meaningful minimum of the strain density function Smin can be found nu-

merically by incremental search for a local minimum in possible crack extension directions θi in
the range ±π around the crack tip (Fajdiga et al., 2007).
Fajdiga et al. (2007) used the position of integration points to define the corresponding angle

of calculated strain energy density and strain energy density factor S around the crack tip. In
this study, the minimum strain energy density (dW/dV )min is computed by introducing a ring
of elements around the crack tip. At each crack increment, the crack direction is evaluated as a
function of the angle between the centre of the element and the crack axis (Fig. 2).
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Fig. 1. Strain energy density factor S as a function of the angle θ

Fig. 2. Direction of propagation using the minimum strain energy density

2.1. Modeling of the hyperelasticity

The mechanical behavior of rubber materials is generally described using a hyper-elastic
formalism defined by a function dW/dV called the strain energy density. The establishment of
the law of this behavior is a necessary step to perform analytical and/or numerical calculations to
develop or exploit multiaxial tests. These behavior laws should be specific to the strain ultimate
levels and should allow description of multiaxial loadings accurately.
In this study, we based on the experimental data of Hamdi et al. (2006), Hamdi (2006) using

four tests: uniaxial tension (UT), uniaxial compression (UC), pure shear (PS) and equibiaxial
tension (ET). The tests were performed on two rubber materials: natural rubber and styrene
butadiene rubber.
Based on these tests, the rubber materials are modeled by a hyperelastic potential developed

for quasi-incompressible rubbers using Yeoh’s model (Yeoh, 1990), Eq. (2.3)1, for natural rubber
NR and Ogden’s model (Ogden, 1984), Eq. (2.3)2, for Styrene Butadiene rubber SBR

dW

dV
= C10(I1 − 3) + C20(I1 − 3)2 + C30(I1 − 3)3

dW

dV
=

N∑

k=1

µk
αk
(λακ1 + λ

ακ
2 + λ

ακ
3 − 3)

(2.3)

where dW/dV is strain energy density, C10, C20, C30, µk, αk are material parameters to be
determined, λ1, λ2 and λ3 are principal extensions.
The hyper-elastic coefficients of the studied materials are given in Table 1.

Table 1. Values of the material parameters values (Hamdi et al., 2006; Hamdi, 2006)

Materials Material parameters

NR C10 [MPa] C20 [MPa] C30 [MPa]
0.298 0.014 0.00016

SBR µ1 [MPa] α1 µ2 [MPa] α2
0.638 3.03 −0.025 −2.35
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The relevance of these material models was evaluated by Hamdi (Figs. 3a and 3b) for different
loading (UT, UC, ET and PS), comparing the calculated stress-strain analytically with those
obtained from the experiment.

Fig. 3. Engineering stress-strain evolution for NR (left) and SBR (right) (Hamdi et al., 2006; Hamdi,
2006; Boulenouar and Mazari, 2009)

2.2. Finite element modeling and crack growth algorithm

This Section presents a finite element analysis for the modeling of fracture problems in
rubber-like materials using the remeshing technique. Figure 4 shows a flow-chart of the prepared

Fig. 4. Flow chart of the FEM algorithm of the problem
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APDL code based on a combination of the finite element analysis and the strain energy density
concept. According to the algorithm, after initial geometrical and physical modeling of the
problem, the mesh pattern is generated around crack tip. In order to find a new crack tip
position at each step of propagation, the Strain Energy Sih’s Theory is employed to obtain
the kinking angle θ0 as a function of the minimum strain energy density (dW/dV )min. At each
increment ∆a of crack propagation, the special mesh is generated around crack tip, using the
quadratic six-node triangular element. It is noted that the same numeration of the nodes around
the crack tip is taken during the crack propagation to evaluate automatically the new crack tip
position. The algorithm is repeated until ultimate failure of the material or by using another
criterion for termination of the simulation process. Figure 5 illustrates the crack propagation
mechanism proposed in this study.

Fig. 5. (a) Crack propagation mechanism proposed in this study, (b) FE modeling for crack propagation

3. Results and discussion

3.1. Minimal strain energy density criterion

The geometry of the single edge cracked plate (100mm×50mm) with an initial crack
(a = 30mm) is considered for 2-dimensional finite element analysis. The pre-existing crack
is inclined to the horizontal axis with the angle α (Fig. 6). The FE calculation has been achie-
ved by gradually increasing the elongations λ1 applied to the nodes located at the top of the
plate.
For mesh generation of the cracked plate, the element type PLANE183’ of ANSYS code is

used, as shown in Fig. 7a. It is a higher order two dimensional, 8-node element having two degrees
of freedom at each node (translations in the nodal x and y directions), quadratic displacement
behavior and the capability of forming a triangular-shaped element, which is required at the
crack tip areas.
Due to singular nature of the stress field in the vicinity of the crack, the singular elements,

shown in Fig. 7b, are considered at each crack tip area, which is modeled with a finer mesh.
Plane stress and large strains are assumed in the analysis.
The rings of the elements surrounding the tip of the crack are employed. This mesh will be

used to determine the strain energy density in these elements in order to determine the kinking
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Fig. 6. Geometry of the single edge cracked plate

Fig. 7. (a) PLANE183 eight-node finite element and (b) singular option

Fig. 8. Description of the parameters r, α and θ

angle θ in the direction for which this energy density is minimal (dW/dV )min. Figure 8 illustrates
description of the parameters r, α and θ, where r is the distance from the crack-tip, α is the
crack inclination angle and θ is the kinking angle.
The specifications of the crack tip mesh and a close up view for the crack inclination angle

α = −30◦ are shown in Fig. 9. In this figure, ri represents the distance between the crack tip
and the center of the element c.
For the two materials studied NR and SBR, Figs. 10 show the evolution of the strain energy

density dW/dV as a function of the angle θ. The results obtained are traced for several values of
the radius ri (1.25, 1.75, 2.5 and 3mm) and for three orientations of the initial crack α = 30◦,
0◦ and −30◦. These figures highlights that out of the core region surrounding the crack tip (in
our case r ¬ r1), the minimum of dW/dV is reached for a constant value independently of the
distance r. The angle θ0 corresponds to the horizontal direction perpendicular to the loading. It
is noted that the observations obtained are similar to those obtained by Hamdi (2006).
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Fig. 9. The ring of elements around the crack tip

Figure 11a illustrates an example of the application of the SED approach in the case of
rubbers NR and SBR under mixed-mode loading. This figure shows the evolution of the pa-
rameter S, called the strain-energy-density factor (with S = (dW/dV )r). The results obtained
are given vs. the radius ri and the polar angle θ for an inclination angle α = 30◦. The curves
plotted in Fig. 11a show that out of the core region surrounding the crack-tip, the minimum of
the parameter S is reached for a constant value independently of the radius r.
The angle equalizes here to−30◦, corresponding contrary to the value of the initial orientation

of the crack (−α) calculated for the reference mark Ox′y′ (Fig. 11b). These results show a good
agreement with the results obtained by Hamdi et al. (2007) for other styrene butadiene rubber
filled with carbon black SBR2 (Fig. 12).

3.2. Effect of the number of elements surrounding the crack tip

For the strain energy density criterion, the precision is strongly related to the number of
elements surrounding crack tip zone. For this purpose, we examined the influence of the mesh
size (or number of the elements) on the strain energy density variation. For that, the density
dW/dV is evaluated for different numbers of elements surrounding the crack tip. In this study,
the numbers of elements considered are 16, 40 and 56 (Fig. 13).
For different numbers of elements surrounding the crack tip zone and for several values of

the radius r, Figs. 14 and 15 illustrate respectively for NR and SBR the evolution of the strain
energy density dW/dV as a function of the initial angle of crack propagation θ (with α = 30◦).
The results obtained show that the precision is related to the elements size around the crack tip.
The results obtained are similar to those found in the case of a plate of rubbers (NR and

SBR) containing a central crack (Hamdi, 2006) (Fig. 16). It is clear that this crack is propagated
according to the horizontal direction perpendicular to the loading direction and independently of
the inclination angle α. Thus, the crack propagation direction is null, according to the reference
mark of calculation (Oxy).
To better show the influence of the elements size around the crack tip on the determination

of the initial angle of crack propagation θ0, Fig. 17 illustrates the variation of the angle θ0 as a
function of (dW/dV )min for various numbers of elements surrounding the crack tip. The curves
obtained show more elements around the crack tip make the crack direction θ0 at each crack
increment length and the final path of crack propagation more precise.

3.3. Crack propagation path

In this Section, two simple examples are proposed to validate our model of the initial crack
propagation in rubber materials.
Figure 18 shows four steps for the extension of the initial crack (with α=0◦). As expected,

the crack propagates horizontally, depending on mode I loading. The results obtained allow us
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Fig. 10. Evolution of dW/dV as a function of θ for several values of the radius r (with α = 30◦, 0◦

and −30◦); (a) NR, (b) SBR
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Fig. 11. (a) Evolution of S vs. θ and r for α = 30◦ (for NR and SBR), (b) elements around the crack tip

Fig. 12. Evolution of S as a function of θ for several values of the radius r and for two given stretches
(α = 30◦)
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Fig. 13. Elements sizes around the crack tip

Fig. 14. Influence of the meshing on the evolution of dW/dV (NR, α = 30◦); (a) 16 elements,
(b) 40 elements, (c) 56 elements

to conclude that the criterion implemented gives a good crack path under mode I loading. This
crack propagation trajectory is similar to the observed in the case of elastic linear materials using
the strain energy density approach (Boulenouar et al., 2013a, 2014) or another crack propagation
criterion (Boulenouar et al., 2013b; Alshoaibi and Ariffin, 2006).
In what follows, we propose to study the propagation path of a crack inclined to the horizontal

axis with an angle α = 30◦. The kinked angle and the crack propagation are made under plane
stress problems with the same loading conditions. Figure 19 presents four steps of the crack
propagation path. As expected, the crack reorients towards the vertical loads and propagates
horizontally until the end.
The same trajectory of crack propagation has been checked for another material elastomer

presented by Hamdi et al. (2007), see Fig. 20. The results obtained show that this crack is pro-
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Fig. 15. Influence of the meshing on the evolution of dW/dV (SBR, α = 30◦); (a) 16 elements,
(b) 40 elements, (c) 56 elements

Fig. 16. Initiation and propagation of a pre-existing crack in rubbers (Hamdi, 2006)

pagated horizontally, according to mode-I (opening mode). In linear elastic fracture mechanics
(LEFM), this behavior of crack propagation is similar to that observed in experiments by Bian
and Taheri (2011), and numerically by Alshoaibi and Ariffin (2008).

In the last example, Legrain (2007) and Legrain et al. (2005) applied the X-FEM approach
to large strain fracture mechanics. Figure 21 illustrates the crack propagation path estimated for
a single edge cracked plate in rubber containing an inclusion. As waited, the crack is propagated
horizontally, far from a defect.
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Fig. 17. Influence of the meshing on the determination of the angle θ0 (SBR, α = 30◦)

Fig. 18. Crack propagation path (NR)

Fig. 19. Crack propagation path for an inclined crack (α = 30◦); (a) NR, (b) SBR

4. Conclusion

The study has been made to analyze and simulate the crack propagation in rubber-like materials
under mixed-mode loading. Using the Ansys Parametric Design Language (APDL), the strain
energy density approach is investigated, at each crack increment length, the kinking angle is
evaluated as a function of the Minimum Strain Energy Density (MSED) around the crack tip.
The obtained results allow us to deduce the following conclusions:

• The quarter-point singular elements proposed by Barsoum (1974) are used to consider the
singularity of stress and deformations fields at the crack tip.
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Fig. 20. Initiation and propagation of a pre-existing crack in SBR: (a) crack initiation (initial crack
orientation α = 45◦), (b) total breaking

Fig. 21. Crack propagation path in the case of a rigid inclusion (Legrain, 2007)

• Out of the core region surrounding the crack tip, the minimum of SED is reached for a
constant value independently of the distance r. We noted that the observations obtained
are similar to those obtained in literature (Hamdi et al., 2006; Hamdi, 2006).

• The minimal value of SED corresponding to the direction of crack propagation is always
reached in the plane perpendicular to the loading axis, independently of the initial crack
orientation.

• The values of the angle of the initial crack direction and the final path of crack propagation
are related to the number of the elements surrounding the crack tip.

• Consequently, the SED approach, developed in the linear elastic fracture problems, co-
uld be extended to highly non-linear deformable materials as an indicator of the crack
propagation direction.
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25. Hamdi A., Aı̈t Hocine N., Näıt Abdelaziz M., Benseddiq N., 2007, Fracture of elastomers
under static mixed mode: the strain-energy-density factor, International Journal of Fracture, 144,
65-75
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In the paper, the dynamic response of a simply supported viscoelastic beam of the fractio-
nal derivative type to a moving force load is studied. The Bernoulli-Euler beam with the
fractional derivative viscoelastic Kelvin-Voigt material model is considered. The Riemann-
Liouville fractional derivative of the order 0 < α ¬ 1 is used. The forced-vibration solution
of the beam is determined using the mode superposition method. A convolution integral
of fractional Green’s function and forcing function is used to achieve the beam response.
Green’s function is formulated by two terms. The first term describes damped vibrations
around the drifting equilibrium position, while the second term describes the drift of the
equilibrium position. The solution is obtained analytically whereas dynamic responses are
calculated numerically. A comparison between the results obtained using the fractional and
integer viscoelastic material models is performed. Next, the effects of the order of the frac-
tional derivative and velocity of the moving force on the dynamic response of the beam are
studied. In the analysed system, the effect of the term describing the drift of the equilibrium
position on the beam deflection is negligible in comparison with the first term and therefore
can be omitted. The calculated responses of the beam with the fractional material model
are similar to those presented in works of other authors.

Keywords: fractional viscoelasticity, moving loads, beam vibrations, transient dynamic
analysis

1. Introduction

The problem of predicting the dynamic response of a structure resulting from the passage of
moving loads often occurs in engineering analysis. This problem has many applications in en-
gineering analysis, some of these applications are vibrations that occur in bridges and railroad
tracks, cranes, machine elements, weapon barrels, rails, rail and vehicle body parts. The studies
show that the transversal deflection and stresses due to moving loads are considerably higher
than those observed with stationary loads. The dynamic behaviour of a beam subjected to mo-
ving loads or moving masses have been studied extensively in connection with the design of
railway tracks and bridges as well as machining processes. A broad overview of the analytical
and numerical methods deals with these issues is provided in a book by Fryba (1972). A newer
survey of these methods can be found e.g. in a book by Bajer and Dyniewicz (2012). The book
also presents a comprehensive overview of the numerical methods including the finite element
method (FEM) and the space-time element method (STEM). Additionally, both these books
contain a broad bibliography devoted to the dynamic analysis of structures subjected to moving
loads.
Furthermore, damping effects on structure dynamics are considered in many works devoted

to the mentioned above subject (e.g Fryba, 1972). Therefore, selection of an appropriate visco-
elastic material model is an essential element in studying the dynamical behaviour of mechanical
structures. The selected model should as accurately as possible describe viscoelastic damping
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over a wide interval of frequencies. A large number of engineering materials show a weak fre-
quency dependence of their damping properties within a broad frequency range (Bagley and
Torvik, 1983a,b; Caputo and Mainardi, 1971a; Clough and Penzien, 1993). This weak frequency
dependence is difficult to describe using classical viscoelastic models, based on integer order rate
laws. In the recent years, the fractional derivatives have been frequently utilized to describe
dynamic characteristics of viscoelastic materials and damping elements (Podlubny, 1999; Ma-
inardi, 2009; Rossikhin and Shitikova, 2010; Hedrih (Stevanović) 2014; Hedrih (Stevanović) and
Machado, 2015). By introducing fractional-order derivatives instead of integer-order derivatives
in the constitutive relations, the number of parameters required to accurately describe the dyna-
mic properties can be significantly reduced (see, e.g., Caputo and Mainardi, 1971b; Bagley and
Torvik, 1983b; Enelund and Olsson, 1999). A review of publications dedicated to application
of fractional calculus in dynamics of solids can be found in the paper by Rossikhin and Shiti-
kova (2010). Moreover, a fractional damping is utilized in dynamical analysis of beams under
moving loads (e.g. Abu-Mallouh et al., 2012; Alkhaldi et al., 2013). In these papers, taken into
consideration are only loads moving at a constant speed. The solutions presented in these works
are obtained with the help of Mittag-Lefler functions and infinite series. In numerous studies in
which fractional viscoelastic models are employed, the dynamic transient analysis is limited to
the response induced by initial conditions. However, structures subjected to moving loads with a
time varying velocity are often encountered in engineering practice. The number of publications
considering the dynamic behaviour of a beam with a fractional viscoelstic model under moving
loads is rather limited. Numerous research works related to structure vibrations described by
fractional models present transient solutions expressed as series expansions (Atanackovic and
Stankovic, 2002; Bagley and Torvik, 1986; Caputo, 1974; Hedrih (Stevanović) and Filipovski,
2002; Podlubny, 1999) which are not very useful for practical applications because of their slow
convergence rate (Podlubny, 1999; Rossikhin and Shitikova, 2010). Thus, the aim of this work
is demonstration of an approach utilizing fractional Green’s function in dynamical analysis of
a simply-supported beam subjected to a moving force with a constant velocity and constant
acceleration. Green’s function is evaluated using a closed contour of integration in conjunction
with the residue theorem (Caputo and Mainardi, 1971b; Bagley and Torvik, 1983b, 1986; Ros-
sikhin and Shitikova, 1997; Beyer and Kempfle, 1995). The proposed approach is the expansion
of methods employing fractional calculus in the modelling of damping properties of dynamic
systems.

2. Problem formulation

The equation of motion of the examined beam is derived on the assumption of the Bernoulli-
-Euler theory, neglecting rotary inertia and shear deformation. Furthermore, it is assumed that
the beam is homogeneous with constant cross-section along its length, and the neutral axis of
the beam bending is one of the principal axes of inertia of the normal cross section of the beam.
Beam oscillations are assumed in the xy plane (Fig. 1). Moreover, it is assumed that the internal
dissipation of mechanical energy in the beam material is described by a differential equation of
the fractional order. Therefore, the stress-strain constitutive relation of the beam material is in
the following form (e.g. Bagley and Torvik, 1983a)

σ = Eε(t) +E′γD
γ
t [ε(t)] = E

(
ε+ µγ

dγε(t)
dtγ

)
(2.1)

where: µγ = E′γ/E, E – Young’s modulus of the beam material, E
′
γ – damping coefficient,

Dγ
t [·] – fractional order differential operator of the γ-th derivative with respect to time t in the
following form (Miller and Ross, 1993; Podlubny, 1999)
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Dγ
t f(t) ≡

dγ

dtγ
f(t) ≡ 1

Γ (1− γ)
d

dt

t∫

0

f(τ) dτ
(t− τ)γ (2.2)

where Γ (1− γ) is the Euler gamma function and t ­ 0 (Miller and Ross, 1993; Podlubny, 1999).
For many real materials, the fractional derivative order is commonly assumed to be in the

interval 0 < γ < 1 (Caputo and Mainardi, 1971a; Bagley and Torvik, 1983b; Enelund and
Olsson, 1999). The constitutive relation with γ = 1 represents Kelvin-Voight material with
internal linear dissipation of mechanical energy (e.g. Mainardi, 2009; Hedrih (Stevanović), 2014)

Fig. 1. Scheme of the analysed system

The beam is assumed to be subjected to a force moving with a constant velocity or accelera-
tion from the left to the right edge of the beam, according with the sense of the x axis (Fig. 1).
Based on the above assumptions, the governing equation of the analysed beam is obtained as
below

EJ
(∂4y(x, t)

∂x4
+ µγ

dγ

dtγ

(∂4y(x, t)
∂x4

))
+Aρ

∂2y(x, t)
∂t2

= Fδ(x− g(t)) (2.3)

where A is the cross-section area of the beam, J – axial moment of inertia of the beam cross-
-section respect to the neutral axis of the beam bending, ρ – material mass density of the beam,
y(x, t) – transversal displacement of the neutral beam axis (Fig. 1), t – time, x – longitudinal
coordinate, F – intensity of the external moving and concentrated force, δ – Dirac delta function,
g(t) – function determining the force location, g(t) = vt or g(t) = εt2/2 for a force moving with a
constant velocity or constant acceleration, respectively. Furthermore, this function must satisfy
the following condition 0 ¬ g(t) ¬ l.
For the simply-supported beam, the deflection and bending moment at both beam ends have

to be zero, thus the boundary conditions are as below

y(0, t) = 0 y(l, t) = 0 Mb(0, t) = 0 Mb(l, t) = 0 (2.4)

where l is the length of the beam, Mb – bending moment.
The bending moment is calculated as below

Mb(x, t) =
∫

A

σy dA =
∫

A

{Eε(t) + E′γDγ
t [ε(t)]}y dA = −EJ

{d2y(x, t)
dx2

+ µγD
γ
t

[d2y(x, t)
dx2

]}

(2.5)

therefore

d2y(0, t)
dx2

=
d2y(l, t)
dx2

= 0 Dγ
t

[d2y(0, t)
dx2

]
= Dγ

t

[d2y(l, t)
dx2

]
= 0 (2.6)

Moreover, it is assumed that the beam is initially at rest and the initial bending moments are
equal to 0.



1436 J. Freundlich

The solution to Eq. (2.3) is obtained utilizing the mode superposition principle (e.g. Kaliski,
1966; Clough and Penzien, 1993; Rao, 2004). The eigenfunctions for a simply supported beam
are given by

Yn(x) = sin
nπx

l
n = 1, 2, 3, . . . (2.7)

Then, the forced-vibration solution of a beam can be expressed as

y(x, t) =
∞∑

n=1

ξn(t)Yn(x) =
∞∑

n=1

ξn(t) sin
nπx

l
(2.8)

and the corresponding derivatives are evaluated below

∂4y(x, t)
∂x4

=
∞∑

n=1

Y IV
n (x)ξn(t)

dγ

dt

(∂4y(x, t)
∂x4

)
=
∞∑

n=1

Y IV
n (x)D

γ
t [ξ(t)] (2.9)

where

Dγ
t [ξn(t)] =

dγξ(t)
dtγ

=
1

Γ (1− γ)
d

dt

t∫

0

ξn(t) dτ
(t− τ)γ

and

Y IV
n (x) =

d4Y (x)
dx4

∂2y(x, t)
∂t2

=
∞∑

n=1

Yn(x)ξ̈n(t) (2.10)

where

ξ̈(t) =
d2ξ(t)
dt2

(2.11)

Substituting Eqs. (2.9) and (2.10) into (2.3), we get

∞∑

n=1

(
Y IV
n (x)ξn(t) + µγY

IV
n (x)D

γ
t [ξn(t)] + a

2
bY (x)ξ̈n(t)

)
=

F

EJ
δ(x − g(t)) (2.12)

Next, integrating over x from 0 to 1, and using the orthogonality property of eigenfunctions,
after some mathematical transformations, the following relationships are obtained

ξ̈n(t) + µγω2nD
γ
t [ξn(t)] + ω

2
nξn(t) = f0 sin

nπg(t)
l

(2.13)

where

f0 =
2F
m

ωn =
(πn
l

)2
√
EJ

ρA

m – mass of the beam.
Assuming zero initial conditions

ξ(t)
∣∣∣
t=0
= 0

d[ξ(t)]
dt

∣∣∣∣∣
t=0

= 0
dγ−1[ξ(t)]
dtγ−1

∣∣∣∣∣
t=0

= 0

the solution of equations (2.13) can be expressed as

ξn(t) = f0

t∫

0

Gn(t− τ) sin
nπg(τ)

l
dτ (2.14)
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where Gn(t) is Green’s function corresponding to Eq. (2.13) (Miller and Ross, 1993; Podlubmy,
1999; Rossikhin and Shitikova, 1997, 2010). This Green’s function consists of two terms, namely

Gn(t) = K1n(t) +K2n(t) (2.15)

The first term K1n (Eq. (2.15)) represents damped vibrations around the drifting equilibrium
position, while the second term K2n describes the drift of the equilibrium position (Beyer and
Kempfle, 1995; Rossikhin and Shitikova, 1997). The term K1n could be calculated from the
formula given by Beyer and Kempfle (1995)

K1n(t) = αne−σnt sin(Ωnt+ φn) (2.16)

where

αn =
2√

µ2k + ν
2

φn = arctan
µk
ν

µk = Re(W
′
(p,1,2)) ν = Im(W ′(p,1,2))

and W (p) = p2 + µγω
2
np
γ + ω2n is the characteristic polynomial of equations (2.13),

W ′(p) = 2p + γµγω
2
np

γ−1 – derivative of the characteristic polynomial with respect p,
p1,2 = −σn ± iΩn – conjugate complex roots of the characteristic polynomial W (p).
The term K2n could be calculated using the formula (Beyer and Kempfle, 1995)

K2n(t) =
µγω

2
n sin(πγ)
π

∞∫

0

rγe−rt dr
[r2 + µγω2nrγ cos(πγ) + ω2n]2 + [µγω2nrγ sin(πγ)]2

(2.17)

In some cases of vibration analysis, K2n could be neglected in comparison with K1n (Kempfle
et al., 2002; Rossikhin and Shitikova, 1997).
In the case of a viscoelastic integer order Kelvin-Voigt material model, the governing equation

of the analysed beam has the following form (Kaliski, 1966)

EJ
(∂4y(x, t)

∂x4
+ µ

∂5y(x, t)
∂x4∂t

)
+Aρ

∂2y(x, t)
∂t2

= Fδ(x − g(t)) (2.18)

The solution to the equation (2.18) could be obtained using a similar approach as in the case of
the equation with fractional damping. For each n-th mode, the response could be calculated as
follows (Kaliski, 1966)

ξn(t) =






f0
ωhn

t∫

0

e−hn(t−τ) sin(ωhn(t− τ)) sin
nπg(τ)

l
dτ for hn < ωn

f0
ω̃hn

t∫

0

e−hn(t−τ) sinh(ω̃hn(t− τ)) sin
nπg(τ)

l
dτ for h > ωn

(2.19)

where

hn =
1
2
µω2n ωhn =

√
ω2n − h2n ω̃hn =

√
h2n − ω2n

It should be noted that when γ = 1 (integer order derivative), the component K2n of frac-
tional Green’s function (Eqs. (2.15) and (2.17)) vanishes, and it could be demonstrated that
equations with a fractional and integer order derivative (Eq. (2.19)) are equivalent in the case
of a subcritically damped system, i.e. ωn > hn.
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3. Calculation results and discussion

In order to demonstrate the feasibility of the described above method, exemplary calculations
of a beam subjected to a moving load have been performed. Responses of the beam with the
fractional viscoelastic model are computed using equations (2.13)-(2.17) whereas the responses
of the beam with the integer order derivative model are computed using equation (2.19).
The dimensionless dynamic deflection of the beam y/y0 versus the dimensionless time para-

meter s has been computed. The variable y0 denotes the static deflection at the beam mid-span
and can be calculated from the equation

y0 =
F0l
3

48EI
(3.1)

The dimensionless time parameter s is defined as

s =
vt

l
or s =

εt2

2l
(3.2)

in the case of a constant force velocity or constant acceleration, respectively.
The calculations are accomplished for several values of the order of fractional derivative γ,

dimensionless velocity v/vcr and acceleration ε/εcr. Variables vcr and εcr denote the critical
velocity and acceleration, respectively. The critical velocity corresponds to the first natural
vibration frequency of the beam and is defined as (Fryba, 1972)

vcr =
π

l

√
EJ

ρA
(3.3)

whereas the critical acceleration is defined as the acceleration at which the force at the end of
the beam reaches the critical velocity and is defined as

εcr =
π2

l3
EJ

ρA
(3.4)

Firstly, the dynamic response of the beam subjected to a moving force at a constant velocity
calculated with the help of presented above equations are compared to the results obtained using
the corresponding formula given by Fryba (1972). These comparative calculations are performed
assuming a very light damping i.e. µγ = 1 · 10−5 sγ and γ = 1 (integer order derivative). The
calculations are performed for v/vcr = 0.5 (Eq. (3.1)). The calculation results obtained using
the both equations are virtually identical. Minimal differences are found in the results, which
is probably caused by differences in the modelling of damping in the system. Namely, in the
equations given by Fryba (1972) it is assumed that the damping coefficient is independent of
vibration modes and frequency in contrast to the damping model utilized in this work (Eqs.
(2.3) and (2.13)). Next, in order to illustrate the application of the presented above procedure,
computational examples for the response of the beam loaded with a moving force are perfor-
med. The calculations are carried out for the beam of length 20m, mass density 7600 kg/m3,
cross-section area 2 · 10−3m2, cross-section moment of inertia 3.953 · 10−6m4, Young’s modulus
2.1 · 105MPa, coefficient µγ = 3 · 10−2 sγ . The force value is assumed F = 100N.
From equation (2.16), it follows that the values of damping coefficients and vibration ampli-

tudes depend on the roots of the characteristic equation and, therefore, knowledge of the roots
is required for further calculations. The roots are computed for the varying fractional derivative
order γ. The dependence of the roots of the characteristic equation on the fractional derivative
order is shown in Fig. 2 (for the first two vibration modes). The real part of the root determines
the damping coefficient whereas the imaginary part determines the vibration frequency (Eq.
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Fig. 2. Relationship between roots of the characteristic equation and the order of fractional derivative:
(a) real part, (b) imaginary part

(2.16)). Performed calculations reveal that the value of the damping coefficient increases with
the order of fractional derivative (Fig. 2a) but the vibration frequency is practically constant
(Fig. 2b).
Moreover, the ratio of the real to the imaginary part of the roots of the characteristic equation

increases with the increaasing order of fractional derivative (Fig. 3a), whereas the amplitude αn
(Eq. (2.16)) is practically independent of the order of fractional derivative (Fig. 3b). It could
be expected that the dynamic deflection of the beam decreases with the increasing order of
fractional derivative.

Fig. 3. (a) Ratio of the real to the imaginary part of the roots of the characteristic equation,
(b) relationship between the amplitude αn and the order of fractional derivative

The responses of the beam subjected to a force moving at a constant velocity are presented
in Figs. 4-6. In Fig. 4, the dimensionless dynamic deflection of the beam at the point under
the travelling force at various values of the derivative order γ is presented whereas the dynamic
deflection at the mid-span of the beam is shown in Fig. 5. These results reveal that deflection
of the beam under a moving force decreases with the increasing order of fractional derivati-
ve γ (Fig. 4). The maximum deflection of the beam is greater for the dimensionless velocity
v/vcr = 0.5 than v/vcr = 1.0. In the case v/vcr = 0.5, the dynamic deflection at the mid-span
of the beam decreases with the increasing order of fractional derivative when s < 0.775 while
increases when 0.775 < s < 1.0 (Fig. 5a). In the case v/vcr = 1.0, the dynamic deflection decre-
ases with the increasing order of fractional derivative for the total duration of force action. In
the case of a force moving at a constant velocity, for all computational examples, the maximum
beam deflection is obtained when γ = 0.25 (Figs. 5 and 6)
A comparison between the dynamic deflections of the beam at various values of force velocity

in the case of the derivative order γ = 0.5 is shown in Fig. 6. The response curves are similar to
the corresponding curves computed for the integer order derivative presented in the literature
(Fryba, 1972; Bajer and Dyniewicz, 2012; Abu Hilal and Zibdeh, 2000).
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Fig. 4. Dynamic deflection of the beam under the moving force at various values of the derivative
order γ, in the case of constant velocity: (a) v/vcr = 0.5, (b) v/vcr = 1.0

Fig. 5. Dynamic deflection at the mid-span of the beam at various values of the derivative order γ in the
case of constant velocity: (a) v/vcr = 0.5, (b) v/vcr = 1.0

Fig. 6. A comparison between the dynamic deflection of the beam at various values of force
velocity v/vcr in the case of the derivative order γ = 0.5: (a) under the travelling force, (b) at the

mid-span of the beam

Beam responses to the force moving at a constant acceleration are presented in Figs. 7-9. In
Fig. 7, the dimensionless dynamic deflection of the beam at the point under the travelling force
at various values of the derivative order γ is presented whereas the dynamic deflection at the
mid-span of the beam is shown in Fig. 8. For all computational examples, the maximum beam
deflection occurs in the case of γ = 0.25 (Figs. 7 and 8). In the case of ε/εcr = 0.5, the beam
responses computed for various orders of the fractional derivatives differ slightly. The difference
between curves obtained for ε/εcr = 0.5 are smaller than for the curves obtained for ε/εcr = 1.0
(Figs. 7 and 8).
In all calculation cases, the calculated values of the component K2 of fractional Green’s

function are negligible in comparison to the values of the component K1 (Eqs. (2.13)-(2.15)).
Examples of K1 and K2 components of fractional Green’s function as a function of the dimen-
sionless time are shown in Fig. 10.
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Fig. 7. Dynamic deflection of the beam under the travelling force at various values of the derivative
order γ in the case of dimensionless acceleration: (a) ε/εcr = 0.5, (b) ε/εcr = 1.0

Fig. 8. Dynamic deflection at the mid-span of the beam at various values of the derivative order γ, in
the case of dimensionless acceleration: (a) ε/εcr = 0.5, (b) ε/εcr = 1.0

Fig. 9. A comparison between the dynamic deflection of the beam at various values of force acceleration
ε/εcr in the case of the derivative order γ = 0.5: (a) under the travelling force, (b) at the mid-span of

the beam

Fig. 10. Values of components K1 and K2 of fractional Green’s function versus dimensionless time:
(a) constant velocity, (b) constant acceleration
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4. Conclusions

In this paper, the governing equations of dynamic behaviour of a viscoelastic beam made of
a material described by the fractional derivative Kelvin-Voigt model and subjected to a force
travelling with a constant acceleration are presented. The solution to the governing equations
is based on the method presented by Beyer and Kempfle (1995) or by Rossikhin and Shitikova
(1997). The solution is achieved with the aid of a convolution integral of fractional Green’s
function and the forcing function. Green’s function is formulated by two terms. The first term
describes damped vibrations around the drifting equilibrium position, while the second term
describes the drift of the equilibrium position. In the author’s opinion, the proposed method
of solution of fractional differential equations has advantages over the solution with Green’s
function in the form of the Mittag-Leffler series, which are presented in other works (Podlubny,
1996; Abu-Mallouh et al., 2012), because the mentioned series has a weak convergence rate.
Furthermore, in some cases, the integral containing the second term of Green’s function K2
can be neglected (Eqs. (2.15) and (2.17)) (Rossikhin and Shitikova, 1997; Kempfle et al., 2012),
which significantly reduces the time of numerical calculations.
Utilizing the obtained solution to the governing equations, exemplary calculations of a beam

subjected to a moving load have been performed. In the first step, responses of the examined
beam subjected to the travelling force with a constant velocity have been calculated using the
obtained solution and formulae given by Fryba (1972). The calculation results obtained using
both equations are virtually identical. Afterwards, responses of the beam subjected to a force
moving at a constant and accelerated velocity have been computed. To the best of the author’s
knowledge, responses of a beam whose internal dissipation of mechanical energy is described
by a differential equation of a fractional order and subjected to a force moving at a constant
acceleration have not been published yet.
The performed calculations reveal that in the case of a force moving at a constant velocity,

the calculated maximum deflection of the beam decreases with the increasing order of fractional
derivative (Figs. 4 and 5) as could be expected (see section above). In the case of a force moving
at a constant velocity, the calculated beam responses are similar to those presented in the works
of other authors (e.g. Fryba, 1972; Bajer and Dyniewicz, 2012; Abu Hilal and Zibdeh, 2000).
In the case of a force moving at a constant acceleration, for all computational examples, the

maximum beam deflection occurs when γ = 0.25. In the case of ε/εcr = 0.5, the beam responses
computed for various orders of the fractional derivatives differ slightly. The difference between
the responses computed for various orders of the fractional derivatives are smaller for ε/εcr = 0.5
than for the responses obtained for ε/εcr = 1.0.
The proposed approach expands the methods employing fractional calculus in the analysis

of transient dynamic processes.

A. Appendix

Fractional Green’s function of Eq. (2.13) can be found by the inverse Laplace transform of the
expression below (Bagley and Torvik, 1983b; Beyer and Kempfle, 1995; Rossikhin and Shitikova,
1997; Podlubny, 1999)

g(p) =
1

p2 + µγpγω20 + ω
2
0

(A.1)

therefore

G(t) = L−1[g(p)] =
1
2πi

c+i∞∫

c−i∞

ept

p2 + µγpγω20 + ω
2
0

dp (A.2)
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The inverse transform integral is evaluated using Cauchy’s residue theorem (Brown and Chur-
chill, 2003). The function g(p) has only two poles lying in the left complex plane (Beyer and
Kempfle, 1995; Rossikhin and Shitikova, 1997). Moreover, the function g(p) has a branch point
at the origin, and the branch cut follows the negative real axis, then the negative real half-axis
have to be encircled by the integration contour. The contour of integration, used in conjunction
with the residue theorem, is shown in Fig. 11.

Fig. 11.

Therefore, it can be stated that

∮

L123456

G(p) dp = 2πi
2∑

k=1

rezpkg(p) (A.3)

and

∮

L1

g(p) dp+
∮

L2

g(p) dp+
∮

L2

g(p) dp +
∮

L4

g(p) dp+
∮

L5

g(p) dp+
∮

L6

g(p) dp

= 2πi
n∑

k=1

rezpkg(p)

(A.4)

but

G(t) =
1
2πi

∮

L1

g(p) dp (A.5)

thus

∮

L1

g(p) dp = −
(∮

L2

g(p) ds+
∮

L3

g(p) dp+
∮

L4

g(p) dp +
∮

L5

g(p) dp+
∮

L6

g(p) dp

)

+ 2πi
n∑

k=1

rezpkg(p)

(A.6)

It could be shown that the integrals along contours L2, L4, L6 are equal to 0. The integrals along
the contours L3 and L5 could be evaluated using substitution p = reiπ and p = re−iπ. Noting
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that reiπ = re−iπ = r(cos π ± i sin π) = −r, p = −r and dp = −dr, the integrals I3 and I5 along
the contours L3 and L5 can be evaluated as below

I3 + I5 =
∫

L3

ept

p2 + µγω20pγ + ω
2
0

dp+
∫

L5

ept

p2 + µγω20pγ + ω
2
0

dp

=
0∫

R

−e−rt
r2ei2π + µγω20rγeiγπ + ω

2
0

dr +
R∫

0

−e−rt
r2e−i2π + µγω20rγe−iγπ + ω

2
0

dr

(A.7)

and

I3 + I5 =
0∫

R

−e−rt
r2 + µγω20rγ [cos(πγ) + i sin(πγ)] + ω

2
0

dr

+
R∫

0

−e−rt
r2 + µγω20rγ [cos(πγ)− i sin(πγ)] + ω20

dr =
0∫

R

−e−rt(A− iB)
A2 + B2 dr

+
R∫

0

−e−rt(A+ iB)
A2 + B2 dr =

R∫

0

e−rt(A− iB
A2 + B2 dr +

R∫

0

−e−rt(A+ iB)
A2 + B2 dr

=
R∫

0

−2µγω20rγe−rti sin(πγ)
A2 + B2 dr

(A.8)

where

A = r2 + µγω20rγ cos(πγ) + ω20
B = µγω20rγ sin(πγ)

Denoting the sum of integrals in the RHS of Eq. (A.8) as K2, and for R → ∞, the following
relationship is obtained

K2(t) =
−1
2πi

∞∫

0

−2µγω20rγe−rti sin(πγ)
A2 + B2 dr =

µγω
2
0 sin(πγ)
π

∞∫

0

rγe−rt

A2 + B2 dr (A.9)
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