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The study investigates an energy harvesting system utilising rotary motion. The system has
three components: a rotary MR damper to vary the damping characteristics, a rotary power
generator (energy extractor) producing electrical power, and a conditioning electronics unit
to interface directly with the damper and the generator. The objective of the study is to
examine the system performance through experiments. The paper outlines the structure
of the damper and the generator, provides selected results of examination of the system
components and the whole system under idle run and under load for the assumed speed
range. The results demonstrate that the system is adaptable to external excitations, does
not require an extra power supply and provides a smart solution with potential applications
to rotary motion control.

Keywords: MR damper, generator, conditioning electronics, experimental testing

1. Introduction

Energy harvesting from vibrations is one on the research areas that has recently attracted a great
deal of scientific and engineering interest. A comprehensive overview of the state-of-the-art in
vibration energy harvesting technologies has been provided by Priya and Inman (2009). The
book presents the current state of knowledge and achievements of leading researchers both in
academia and industry. Alongside, many articles have been published on the topic of vibration
energy harvesting systems where an external power supply unit is replaced by energy extractors
employing various mechanisms of energy conversion.

The present study focuses on a regenerative rotary system utilising an electromagnetic me-
chanism of energy conversion. The system incorporates three basic components: a rotary MR
damper, a rotary power generator and a conditioning electronics unit. The MR damper is a
semi-active current-driven device employing the real-time control of the torque output. The
energy extractor is a rotary generator which converts mechanical energy into electrical energy.
The energy harvested from external excitations via the generator is used for controlling the to-
rque output of the damper. The conditioning electronics unit develops conditioning-processing
circuits for improving the generator output signal.

The ability to convert mechanical into electrical energy to power an MR damper brings
numerous benefits. The power generator-MR damper system forms a stand-alone regenerative
device that seems to be a promising solution to control of motion. Such a system is capable of
operation with no need for external power supply connections.

The concept of utilising energy recovered from structural vibrations to power MR dampers
was first suggested in the work by Scruggs and Lindner (1999). Since then, a great number of
publications have appeared, summarising the research results in this field. For example, Cho
et al. (2007) developed a special structure of an electromagnetic generator to be used with an
MR damper. Hong et al. (2007) investigated an MR damper-electromagnetic generator system
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in seismic protection applications. Avadhany et al. (2008) developed a regenerative damper
intended for automotive light-duty and military vehicle applications.

Major advances have been made in this field, enabling MR dampers to be self-powered (no
extra power supply needed) and self-sensing, where information about relative velocity across the
damper is derived basing on voltage produced by the generator. Choi and Werely (2009) embar-
ked on the study of feasibility and effectiveness of a self-powered MR damper, using a spring-mass
electromagnetic induction device. Wang and Wang (2010) developed a self-sensing MR damper
to implement integrated relative displacement sensing and controllable damping. Jung et al.
(2010) demonstrated that an electromagnetic generator incorporated in an MR damper-based
system can act as a velocity-sign sensor. Sapiński (2011) investigated a self-powered and self-
sensing control system comprising both a power generator and an MR damper. Chen and Liao
(2012) reported on the energy-harvesting MR damper integrating energy harvesting, dynamic
sensing and MR damping technologies in a single device and tested a prototype. Liao and Chen
(2012) presented a conceptual design of such a device patented. Li et al. (2013) came up with
an innovative concept of a mechanical motion rectifier which converts bidirectional into unidi-
rectional motion. Sapiński (2014) developed a prototype of an energy-harvesting linear damper
and provided the results of experimental testing.

It is worthwhile to mention that recent developments in regenerative MR actuators using
the energy conversion mechanism included mostly shock absorbers. Research efforts have fo-
cused on regenerative MR shock absorbers in automobiles, railway vehicles and civil structure
applications.

The present study focuses on an energy harvesting system utilising rotary motion. The
system incorporates a rotary MR damper, a rotary generator and a conditioning electronics unit
(Fig. 1) allowing the energy of external excitations to be recovered while the system adjusts
itself to applied excitations. The structure design and experimental results obtained from the
testing done on the system components and on the system as a whole are summarized. It is
demonstrated that the system has the self-powered capability (operates without a need for an
extra power supply).

Fig. 1. Schematic diagram of the examined system

The paper is organized as follows. In Section 2, the structure of the damper is described and
selected characteristics of the device are provided. In Section 3, the structure of the generator is
outlined and measurement results are presented. Section 4 characterizes the conditioning elec-
tronics unit and discusses results of its experimental tests. Section 5 presents the experimental
testing of the whole system. The final conclusions are given in Section 6.

2. MR damper

The structure of the MR damper is shown in Fig. 2. On shaft (2) in the damper, made of non-
magnetic steel and supported on two ball bearings (3), there are four mobile and three immobile
plates (4) made of magnetic steel. These plates are attached to housing (6) via closing cover (1)
made of low carbon steel. Between the plates, inside the ferromagnetic core, there is control
coil (5). The coil winding comprises 610 turns, wound with copper wire 0.48mm in diameter.
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The space between the plates is filled with 45ml of MR fluid Basonetic 2040, manufactured by
the BASF company. The external diameter and height of the device is 100.6mm and 30mm,
respectively. The gap between the neighbouring plates is 0.5mm.

Fig. 2. Structure of the damper: 1 – cover, 2 – shaft, 3 – bearing, 4 – plates, 5 – control coil, 6 – housing

The damper described was tested experimentally. In the first step, the testing was done on
the control coil. The step-like input voltages of amplitudes in the range (2, 16)V were applied
to the coil, and the current level in the system was measured accordingly. Figure 3 illustrates
the current response of the coil to the voltage input with the amplitude 8V. The steady state
value of the current is found to be 0.55A.

Fig. 3. Current response of the control coil to the step-like voltage input with the amplitude 8V

The time constant of the control coil determined through the testing was found to be
τd = 53ms. Knowing the time constant and having measured the coil resistance (Rd = 14.67Ω),
the coil inductance was derived accordingly Ld = 0.772H.

Further tests were conducted to determine the relationship between the torque T and the
rotational speed w for various levels of the current I in the coil and the relationship between
the torque and the increasing and decreasing current level in the control coil for various speed
levels. The speed range was (10, 250) rpm, and the current level varied in the range (0, 1.5) A.
Figure 4a plots the torque vs. speed characteristics for the current values: 0, 0.2, 0.6, 1.0, 1.5A.
It is clearly apparent that the minimal torque value is 0.5 Nm (I = 0A) and the maximal is
equal to 10.5 Nm (I = 1.5A). Figure 4b plots the dependence of the torque on the increasing
and decreasing current level in the coil at the speed of 100 rpm, revealing a narrow hysteresis in
the damper behaviour.
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Fig. 4. (a) Torque vs. speed for various current level in the control coil. (b) Torque vs. current in the
control coil; ω = 100 rpm

3. Generator

The structure of the generator is shown in Fig. 5. It comprises an axis-positioned armature
and a cylindrical inductor, which acts as a housing. The inductor with external diameter of
67.5mm, has 28 radially magnetised permanent magnets (1), forming p = 14 pairs of magnet
poles arranged symmetrically inside its circumference, such that they face one another with
their opposite poles. The armature, comprising 14 rectangular frames (2) is fixed on axis (5)
with ball bearings (6). The number of frames is equal to that of the pole pairs in the inductor.
The frames, made of ferromagnetic steels, are arranged radially and attached to carcass (4) made
of a dielectric material. Inside the frame, there is coil (3) comprising 306 turns, wire-wound on
the carcass with the copper wire 0.2mm in diameter. The magnetic circuit in the generator is
made of silicon steel laminations.

Fig. 5. Structure of the generator: 1 – magnets, 2 – frames, 3 – coil, 4 – carcass, 5 – shaft, 6 – bearing

Figure 6 illustrates how a time-variant magnetic flux is generated in a single frame of the
generator. The condition when the pole pieces are positioned beneath magnets(1) with opposite
poles is shown in Fig. 6a. The magnetic field having the flux density B (generated by the
magnets) penetrates the frame closing the magnetic circuit. Coil (3) encompasses the resultant
flux, being the sum of magnetic fluxes in all frames (2). As the inductor rotates, the pole pieces in
frame move beneath the magnets with the opposite poles (see Fig. 6b). As a result, the direction
of the resultant magnetic flux permeating the coil is reversed. Thus generated variable magnetic
flux will then induce the emf in the coil.

The generator described was tested experimentally. In the first step, the testing was done
on the coil in the generator. The step-like input voltage u of amplitudes in the range (0, 2.5) V
was applied and the current level i in the system was measured accordingly. Figure 7 illustrates
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Fig. 6. Operating principle of the generator

the current response of the coil to the voltage input with the amplitude 1V. The steady state
value of current was found to be about 0.5 A. The measured current responses were utilised to
derive the time constant of the control coil, which was found to be τg = 11ms. With the time
constant being known and the coil resistance being measured (Rg = 2.7Ω), the coil inductance
was derived accordingly Lg = 0.031H.

Fig. 7. Current response of the generator coil to the step-like voltage input with the amplitude 1V

Further tests were conducted to test the generator performance under idle run and under
load applied to the control coil in the MR damper, for the speed range (10, 250) rpm. The tests
involved measurements of the emf in the generator (idle run) and of the voltage and the current
level in the control coil (under load). The equivalent electric circuit of the generator and the
damper is depicted in Fig. 8.

Fig. 8. Schematic diagram of the generator-MR damper circuit

Figures 9a and 9b show selected results of the experimental tests. Plots in Fig. 9a represent
time patterns of the emf in the generator coil whilst plots in Fig. 9b show time patterns of the
voltage and current in the damper coil (under load), obtained at 100 rpm. It appears that the
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maximal value of the measured emf is 17V and the maximal values of voltage and current in
the control coil are 12V and 0.2 A, respectively. The relationships between the rms value of emf,
rms value of current and the speed, determined in the range (10, 250)mm/s, are given in Fig. 10.
It is clearly apparent that these quantities in function of velocity will only slightly deviate from
the linear pattern.

Fig. 9. Time histories of emf e (a) and of voltage u and current i (b) in the generator coil; ω = 100 rpm

Fig. 10. rms values of emf in the generator coil and voltage and current in the control coil vs. speed

4. Conditioning electronics

The conditioning electronics unit creates circuits for improving the output voltage in the ge-
nerator. A block diagram of the unit is shown in Fig. 11. It incorporates Graetz bridge based
on the Schottky diodes (http://www.nxp.com), a converter (0.8 V/8V), Hall sensor based on
the ACS 712 system (http://www.allegromicro.com), a signal acquisition and processing block
and a controller equipped with multiprocessor PIC 18 (Microchip Technology Inc., 2010). The
voltage u0 produced by the generator is rectified (voltage u1) and delivered via the conver-
ter (voltage uc) and the photo relay Ka to activate the damper control coil (voltage u). The
controller regulates the photo relay Ka and supervises the interaction with the PC via a USB
port.
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Fig. 11. Block diagram of the conditioning electronics unit

The unit described was tested experimentally. Two cases were considered in the experiments
(see Fig. 12). In first case, the damper coil was not supplied (idle run) whilst in case 2, the damper
coil was supplied with voltage controlled by the photo relay Ka equipped with a controller (under
load).

Fig. 12. Block diagram of the system in case 1 and 2

The idle-run testing began at the speed 10 rpm, and was gradually increased up to 40 rpm.
Selected results are shown in Fig. 13a, plotting time histories of the emf in the generator volta-
ge (u0) and the output voltage from the converter uc at speed 40 rpm. The voltage uc reaches
the value 8V, which is the maximal admissible level for the type of converter employed in the
unit.

The tests conducted under the loading conditions revealed that at speed 40 rpm the amplitude
of the output voltage from the generator would go down to about 1.1V, making the correct
operation of the converter impossible. That is why the results of the tests conducted under the
loading conditions are given for the speed being twice as high, i.e. 80 rpm (Figs. 13b-14b). The
plots illustrate the time histories of the output voltage from the generator u0 and voltage u
and the current in the damper coil i. The voltage is found to oscillate around 6V and the
current approaches 0.2 A. The discrepancies between the calculated and measured data of the
emf, voltage and current in the damper coil are attributable to differences in the values assumed
for simulations and the actual parameter values of the unit components, and to the fact that
the converter frequency was not included in the simulation procedure.



686 B. Sapiński

Fig. 13. Time histories of output voltage from: (a) the converter and generator in case 1 (ω = 40 rpm),
(b) the generator in case 2 (ω = 80 rpm)

Fig. 14. Time history of voltage (a) and current (b) in the damper coil in case 2, ω = 80 rpm

5. Generator-MR damper system

The tested system is indicated by a broken line in the experimental set-up shown in Fig. 15.
The diagram of the measurement and control system (see Fig. 16) comprises an AD/DA board
by CompacDAQ (http://sine.ni.com) connected to a PC, a drive controller (MINT Drive II)
supported by Mint Workbench software (http://www.baldormotion.com) controlling the electric
motor in the drive system and by LabView software operating under MSWindows. The measured
quantities included the speed ω, emf in the generator e, voltage u, current i and torque T in the
damper. The sampling frequency was 1 kHz.

Fig. 15. Experimental set-up: 1 – generator, 2 – MR damper, 3 – torque meter, 4 – drive system

The first tests were conducted under idle run. The results are summarised in Fig. 17, showing
time histories of the emf e in the generator at the speed 10, 30, 40 rpm. It seems that the emf
varies over time and tends to grow with an increased speed. The variability range of emf is 0-4 V
at 10 rpm and 4-6V at 30 rpm and 6-7V at 40 rpm.
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Fig. 16. Schematic diagram of the measurement and control systems: 1 – generator, 2 – MR damper,
3 – conditioning electronics, 4 – torque meter, 5 – drive system, 6 – switchbox

Fig. 17. Time patterns of emf in the generator at ω: 10, 30, 40 rpm

In the second stage of the experimental program, the testing was done on the system under
load in the speed range (10, 90) rpm. Two distinct cases were considered:

• the coil in the generator was directly connected with the damper coil (case DS),
• the coil in the generator was connected to the damper coil via the electronics unit (case
CE).

Test results are shown in Fig. 18 (case DS) and Fig. 19 (case CE), plotting time histories of the
voltage, current and torque in the damper at the speed 60, 80, 90 rpm. The results obtained for
the two cases lead us to the following conclusions:

• in DS case, the voltage in the system increases with the speed whilst the maximal variability
range is about 19V at speed 60 rpm and 22V at speed 90 rpm,

• in CE case, the voltage in the system also increases with speed, and its variability range
is 4-8V at speed 60 rpm and 3-7V at speed 90 rpm,

• the largest levels of current are registered in case CE at the speed 80 rpm,
• in DS case, the torque delivered by the device does not change with the speed,
• in CE case, the torque increases with the speed.
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Fig. 18. Time histories of voltage, current and torque in the system in case DS: (a) ω = 60 rpm,
(b) ω = 80 rpm, (c) ω = 90 rpm

6. Summary

The study summarises research investigations of an energy harvesting system utilising rotary
motion. The system is composed of: a rotary MR damper, a rotary power generator and a
conditioning electronics unit. The material summarises experimental testing of each system
component and the whole system.
The research investigations lead us to the following conclusions:

• a change in the speed during idle run leads to a change in the amplitude and pattern of
the emf in the generator,
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Fig. 19. Time histories of voltage, current and torque in the system in case CE: a) ω = 60 rpm,
(b) ω = 80 rpm, (c) ω = 90 rpm

• parameters of the electrical circuit models are nonlinear functions of speed,
• energy recovered by the generator is sufficient to power the device, though it may prove
insufficient at velocities below 10 rpm when the generator output voltage is rather small
and further reduced due to voltage drops across the diodes in the Graetz bridge,

• the voltage range handled by the converter has to be extended since the conditioning
electronics unit performs better when the generator output voltage should not exceed 8V.

The system investigated provides a smart solution with potential applications to control of rotary
motion. The main advantage of the system is its easy adaptability to external excitations and
the fact that no external power supply unit is required.
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Further research efforts will focus on developing a different design structure of the generator
and a more universal conditioning electronics unit.
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In modern production, milling is considered the widespread cutting process in the formatting
field. It remains important to study this manufacturing process as it can be subject to some
parasitic phenomena that can degrade surface roughness of the machined part, increase tool
wear and reduce spindle life span. In fact, the best quality work piece is obtained with a
suitable choice of parameters and cutting conditions. In another hand, the study of tool
vibrations and the cutting force attitude is related to the study of bearings as they present
an essential part in the spindle system. In this work, a modeling of a High Speed Milling
(HSM) spindle supported by two pair of Active Magnetic Bearings (AMB) is presented. The
spindle is modeled by Timoshenko beam finite elements where six degrees of freedom are
taken into account. The rigid displacements are also introduced in the modeling. Gyroscopic
and centrifugal terms are included in the general equation. The bearings reaction forces are
modeled as linear functions of journal displacement and velocity in the bearing clearance.
A cutting force model for peripheral milling is proposed to estimate the tool-tip dynamic
responses as well as dynamic cutting forces which are also numerically investigated. The
time history of response, orbit, FFT diagram at the tool-tip center and the bearings dynamic
coefficients are plotted to analyze dynamic behavior of the spindle.

Keywords: milling process, cutting forces, chip thickness, dynamic coefficients, orbit

1. Introduction

During the last years, High Speed Milling (HSM) process have become one of the most popular
in the industry of shaping and producing mechanical parts and molds. It allows having complex
forms thanks to the variety of cutting tools composed of several cutting edges and driven by
rotational motion. There are multiple parameters that influence the forces acting on the cutter.
Their knowledge and prediction become important in order to favor the adaptation of cutting
tools conditions. The last researches were concentrated on studying the milling spindle with
different types of bearings, especially AMB as they present many advantages deduced by Knospe
(2007). He showed that AMB were characterized by their accuracy, high robustness to shock and
high rotational speed, which was also proved by Kimman et al. (2010) and Gourc et al. (2011).
Also, among the special feature of AMB, the possibility to vary the number of electromagnets
is treated in literature. Indeed, Bouaziz et al. (2011, 2013) studied that variation effect on the
dynamic behavior of a rigid rotor with a misalignment defect. They demonstrated that the
vibratory level of the rotor decreased with an increase in the electromagnets number. Belhadj
Messaoud et al. (2011) presented the effect of the air gap and rotor speed on electromagnetic
forces. From the results obtained in that work, they concluded that the electromagnetic forces
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intensity increased when the air gap decreased, but it remained unresponsive according to the
rotor speed level.

In addition, it is possible to use various components of AMB such as sensors and feedback
currents to predict cutting forces. In fact, Auchet et al. (2004) expanded a new method to
measure cutting forces by analyzing command voltages of AMB. This cutting force has an
influence on dimensional accuracy due to the tool and work piece deflection in peripheral milling.
For this, a theoretical dynamic cutting force model was presented by Liu et al. (2002) including
the size effect of not deformed chip thickness, the impact of the effective rake angle and the chip
flow angle. Numerical simulation and prediction of cutting forces in five-axis milling processes
with cutter run-out and based on tool motion analysis was presented by Sun and Guo (2011).
The predicted cutting forces illustrate good accordance with experimental results that the tool
orientation angle and cutting depth vary continuously for both the specified cutting conditions
and milling cases. Relative to classical methods, that proposed method permits one to predict
cutting forces with a higher accuracy, and it is able to be directly used in five-axis milling. Lai
(2000) studied the influence of dynamic radii, cutting feed rate, and radial and axial depths of cut
on milling forces. He concluded that the chip thickness presented the most significant influence.
In the same context, Klocke et al. (2009) investigated the influence of cutting parameters in micro
milling on the surface quality and tool life such as cutting speed and feed per tooth. As a results,
they showed that the feed per tooth and feed rate extremely affected the surface quality in micro
milling. In fact, to increase the surface quality, it is necessary to decrease the feed rate value.
From an analytical prediction of the cutting force, Fontaine et al. (2007) presented a method to
optimize the milling tools geometry. The influence of geometrical parameters like helix angle, rake
angle and tool tip envelope radius was studied. The author demonstrates the ability of that type
of model to provide optimization criteria for the design and selection of cutting tools. Budak
(2006a,b) presented the milling force, workpiece and tool deflection, form error and stability
models. From the used method, he checked the process constraints and selected the optimal
cutting conditions. Concerning the machining process stability, Faassen et al. (2003) developed
a dynamic model for milling process in which the stability lobes were generated. This model
structurally predicts the stability limit slightly too conservative. Another new to the dynamical
modeling of AMB to identify machining stability was presented by Gourc et al. (2011). From that
model, the authors concluded that the machining process stability was sensitive to the position
of nodes of mode of the flexible rotor. Also, they confirmed that it was important to take in
consideration strong forced vibrations as they could cause loss off safety. The stability of a high
speed spindle system in the presence of the gyroscopic effect was investigated by Movahhedy
and Mosaddegh (2006). In that study, it has found that the stability lobe predictions based on
stationary FRFs were not conservative when the gyroscopic effects were respectable and that
the gyroscopic effects became significant only at very high speeds compared with conventional
speeds. Also, Gagnol et al. (2007) developed and experimentally validated an integrated spindle
finite-element model in order to characterize the dynamic behavior of a motorized machine tool
spindle. They demonstrated the dependence of dynamic stiffness on spindle speed. Using this
model, a new stability lobes diagram was proposed. A research performed by Zatarain et al.
(2006) showed that mill helix angle could play an important role in instability due to repetitive
impact driven chatter. In order to predict the occurrence of chatter vibrations, Lacerda and Lima
(2004) applied an analytical method in which the time-varying directional dynamic milling forces
coefficients were expanded in Fourier series and integrated along width of the cut bound by entry
and exit angles. Wan et al. (2010) proposed a unified method for predicting stability lobes of
the milling process with multiple delays. It was found that feed per tooth had great influence
on the stability lobes when cutter run out occurred.

In this paper, a HSM spindle with AMB is modeled by the finite element method based on
the Timoshenko beam theory and used by Nelson and McVough (1976) and Nelson (1980). Six
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degrees of freedom are considered. Rigid displacements are also taken in account (Hentati et al.,
2013). AMB are presented as spring and damper elements. Peripheral milling process is modeled
and cutting forces are formulated. The dynamic response at the spindle tool-tip, cutting forces in
x-, y- and z- directions and the influence of some cutting parameters are predicted. The attitude
of the used AMB is then investigated.

2. Modeling of AMB spindle machining

2.1. Mechanical model of the spindle

The studied spindle model is presented in Fig. 1. The modeling is based on using a new
approach developed by Hentati et al. (2013). This method is based on coupling both elastic and
rigid spindle deformations. So, the shaft is discretized into 23 Timoshenko beam elements with
different circular sections, where six elastic degrees of freedom are taken in account. Six degrees
of rigid motion are also considered. Thus, the gyroscopic effect and centrifugal force will be
taken into account in this study. The unbalance is not treated. The tool holder and cutter are
included as parts of the spindle system in the specifically developed finite element model.

Fig. 1. Modeling of the AMB spindle machining

In this AMB spindle model we make use of a classical bearing configuration. Two radial
AMBs and an axial bearing suspend the rotor in the central position. The AMB consists of four
electromagnets symmetrically placed relative to the rotor. Electromagnetic forces produced by
every pair of electromagnets in the x- and y-directions are presented in the following equation
(Bouaziz et al., 2011)

fj(Ij , uj) = −a
[( I0 − Ij
e0 − uj

)2
−
( I0 + Ij
e0 + uj

)2
]

j = x, y (2.1)

where uj represents small deformations in the j-th direction and e0 is the nominal air gap
between the shaft and the stator, a is the global magnetic permeability, and it is expressed as
follows

a =
µ0Sn

2I20
4

cos θ

µ0, n, S and θ are respectively permeability of vacuum, windings number, cross sectional area
and half angle between the poles of electromagnets.
A proportional derivative controller (PD) is used to determine the control current expressed

as

Ij = kpuj + kdu̇j j = x, y (2.2)
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where u̇j is the velocity corresponding to the small deformation uj , kp presents the proportional
gain. It is assumed to be in periodic form for better stability and controllability of motion of
the spindle AMB system (Bouaziz et al., 2011, 2013; Amer and Hegazy, 2007)

kp = k0 + k1 cosωt+ k2 cos 2ωt (2.3)

and kd denotes the derivative gain.

In this model and as presented in Fig. 1, the electromagnetic field is modeled by stiffness
and damping coefficients. The nonlinear electromagnetic forces at each bearing can be written
in matrix form as follows (Bouaziz et al., 2011)

[Kij ]

{
ux
uy

}
+ [Cij ]

{
u̇x
u̇y

}
=

{
fx
fy

}
(2.4)

where [Kij ] is the bearing stiffness matrix, [Cij ] represents the bearing damping matrix

[Kij ] =

[
Kxx 0
0 Kyy

]
[Cij ] =

[
Cxx 0
0 Cyy

]
(2.5)

The axial bearing consists of two magnetic actuators on each side of the thrust element. The
magnetic actuators in this setup are reluctance type actuators having a circular u-shaped core
with a tangentially wound coil. The resulting force, fz of the axial bearing is linearized as

fab = KizIz +Kzuz (2.6)

where Kiz, Iz and Kz are the force current dependencies, the control current of the actuator
and the negative stiffness of the axial bearing respectively, uz is the axial displacement of the
shaft.

2.2. Model formulation of the cutting forces

Figure 2 presents a cross-sectional view of the cutting force model in peripheral milling. The
cutting force acting on the tool and the workpiece vary depending on chip thickness, shock of
engagement, specific cutting pressure and generated vibrations. They appear only when the tool
is in contact with the part (cutting region). The cutting force is characterized by a tangential
component Ft orthogonal to the specific segment of the cutting edge. This force is assumed to
be proportional to the chip thickness and axial depth of the cut. The radial component Fr is
proportional to Ft and orthogonal to both the cutting edge segment and the z-axis. The third
component is the axial forc Fa. This one is typically much smaller than either Ft or Fr and does
not contribute greatly to the bending moment produced on the cutter.

Fig. 2. Cross-sectional view of a peripheral milling process showing different forces
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The milling force variation against cutter rotation can be predicted by calculating Ft, Fr
and Fa for different values of φj

Ft = KtapH
(
φj(t)

)
Fr = KrFt Fa = KaFt (2.7)

where H
(
φj(t)

)
is the instantaneous chip thickness, φj(t) is the rotation angle of tooth j, me-

asured from the positive y-axis as shown in Fig. 2. ap, Kt, Kr and Ka are axial depth and the
specific coefficients of the cut.
The resulting chip thickness H

(
φj(t)

)
is composed of a static part (stationary part)Hs

(
φj(t)

)

due to the rigid body motion of the cutter and a dynamic component Hd

(
φj(t)

)
which is caused

by vibrations of the tool at the present and previous tooth periods. Hs
(
φj(t)

)
and Hd

(
φj(t)

)

assume the following form

Hs

(
φj(t)

)
= fz sin

(
φj(t)

)

Hd

(
φj(t)

)
= [ux(t)− ux(t− τ)] sin

(
φj(t)

)
− [uy(t)− uy(t− τ)] cos

(
φj(t)

) (2.8)

where ux(t) and uy(t) represent deflections of the tool-tip at the present time, ux(t − τ) and
uy(t− τ) are deflections of the tool-tip at the previous time, τ is the tooth passing period time,
defined as τ = 60/NZ and N , Z are respectively the spindle speed and the teeth number of the
cutter.
The rotation angle φj(t) is expressed as follows

φj(t) = Ωt+ jΦp j = 0, 1, . . . , Z − 1 (2.9)

where Ω is the angular velocity in rad/s and Φp is the angle between two subsequent teeth (pitch
angle), expressed as Φp = 2π/Z.

2.3. Equation of motion

As the modeling of the spindle is based on the coupling of rigid displacements and small
elastic deformations, the total displacement vector is expressed as follows

Q = [U1, V1,W1, θx1 , θy1, θz1 , . . . , Ui, Vi,Wi, θxi, θyi , θzi ,XA, YA, ZA, αx, αy, αz]
T (2.10)

i is the number of nodes, (U1, V1,W1, θx1, θy1 , θz1 , . . . , Ui, Vi,Wi, θxi, θyi , θzi) presents nodal di-
splacements, (XA, YA, ZA, αx, αy, αz) are the displacements of rigid motion.
Applying the Lagrange formalism for kinetic and potential energies, the global equation of

motion is

MQ̈+ (G+D+Cb(t))Q̇+ (K+Kb(t))Q = Fc(x,y,z)(t,Q) + fab(t,Q, Q̇) (2.11)

whereM is the global mass matrix, G – the global gyroscopic matrix

M =

[
MF MRF

MTRF MR

]
G = 2Ω

[
GF GRF
−GTRF GR

]

F and R subscripts respectively represent the flexible or rigid part. D = αM + βK presents
the damping matrix numerically constructed as a linear combination of the mass and stiffness
matrix, where α and β are the damping coefficients. Cb(t) is the variable matrix containing the
damping coefficients of bearings

Cb(t) =




0 · · 0 · · 0
· · · · · · 0

· Cxx 0 · · · ·
0 0 Cyy · · · ·
· · · 0 Cxx 0 ·
· · · · Cyy 0
0 · · · 0 · 0
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K is the global stiffness matrix, Kc – the global centrifugal matrix

K =

[
KF 0
0 0

]
−Ω2

[
CF 0
0 0

]

︸ ︷︷ ︸
Kc

Kb(t) is the variable matrix containing the stiffness coefficients of bearings

Kb(t) =




0 · · 0 · · 0
· · · · · · 0
· Kxx 0 · · · ·
0 0 Kyy · · · ·
· · · 0 Kxx 0 ·
· · · · 0 Kyy 0
0 · · · 0 · 0




and Fc(x,y,z)(t,Q) denotes the cutting forces in the x-, y- and z-directions, respectively,

fab(t,Q, Q̇) is the electromagnetic force vector exerted by the axial bearing.

3. Results and discussions

In this Section, simulations are based on the spindle system with parameters listed in Tables 1
and 2. The general dynamic equation is solved by the method of resolution by Newmark coupled
with Newton Raphson.

Table 1. Spindle parameters

Parameter Symbol Value Unit

Permeability of vacuum µ0 4π ·10−7 Wb/Am
Air gap between stator and shaft e0 0.8 mm

Effective cross-sectional area of one electromagnet S 200 mm2

Number of windings around the core n 300 –

Half angle between poles of electromagnet θ 22.5 deg

Bias current I0 3 A

Rotor angular velocity N 20000 rpm

Rotor length L 651.95 mm

Stiffness coefficients Kxx,Kxy,Kyx,Kyy – N/m

Damping coefficients Cxx, Cxy, Cyx, Cyy – N·s/m
Derivative gain kd 42.4 As/m

Proportional gain constant k0 4520 –
k1 14869 –
k2 14869 –

Young’s modulus E 2.1 · 1011 Pa

Density ρ 7.85 g/cm3

Poisson’s ratio ν 0.3 –

Moment of inertia I 0.136 kg·m2

The time responses of the tool tip are plotted in Fig. 3. From Fig. 3a, some transient effects
can be observed during the first cycle while a steady state is achieved after that. Their magnitude
is close. In fact, before the cutter is fully engaged, the arc of engagement increases gradually while
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Table 2. Cutting parameters

Parameter Symbol Value Unit

Feed per tooth fz 0.16 mm

Axial depth of cut ap 5 mm

Tangential cutting coefficient Kt 644 N/mm2

Radial cutting coefficient Kr 0.38 N/mm2

Axial cutting coefficient Ka 0.25 N/mm2

Teeth number Z 2 –

Fig. 3. The time response of the tool tip: (a) displacement of the tool tip, (b) orbit of the tool tip

the cutter is entering progressively in the cutting zone. Consequently, this leads to a gradual
increase of vibrations.

The orbit of the tool tip has an elliptical shape explained by the introduction of flexible be-
arings (stiffness coefficient) that make the system asymmetric. Therefore, we note that vibrations
in the x- and y-directions are different from the elliptic trajectory.

The Fast Fourier Transformation (FFT) diagram for the x-response of the tool-tip with
two teeth at a spindle speed of 20000 rpm is shown in Fig. 4. It is found that two frequencies
govern the behavior of the tool-tip response. The major peak corresponds to the frequency
of 2Fr (666.66 Hz) which occurs with the cutting force frequency. An obvious low frequency
peak, corresponding with the rotation frequency, is also found.

Fig. 4. Response of the tool-tip in the x-direction with 2 teeth
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The dynamic cutting force in the x-, y- and z-directions for a two teeth cutter are presented
in Fig. 5. It can be seen that the cutting force is constant as the cutter is always in contact
with the matter and where the evolution of radial engagement is continuous. All the cutting
components have periodic and sinusoidal behavior with a period of time equal to the half of the
rotation period (0.5Tr).

Fig. 5. Cutting forces in the x-, y- and z-directions as function of time

The following part of the study is devoted to presentation of the impact of some parameters
involved in the cutting forces such as the teeth number, feed per tooth and speed rotation.
Figure 6 presents variation of the cutting forces for different values of feed per tooth: 0.1, 0.2
and 0.3mm. It appears that the components in the x- and y-directions increase with an increase
in the feed. It is worth noticing that when fz = 0.1mm, the maximum value of Fy is greater
than the half value as fz = 0.3mm. This evolution is logic and is explained by the fact that the
feed is involved in the cut section. In fact, if the feed increases, the cutting section also increases
and, therefore, the cutting force increases. This result was found by Liu et al. (2002) who also
revealed that this variation was relative to the size effect of the chip thickness. In addition, we
note that the Fy component rises with a greater rate.

Fig. 6. Predicted cutting forces for different feed per tooth: (a) x-direction, (b) y-direction

Figure 7 shows axial depth of the cut effects the cutting force value. When this parameter
changes, the cutting force vary significantly. It increases when the cutting depth increases. This
raise is explained by the increase of the width of chip. For these values of axial cutting depth,
we find that the cutting forces Fy are always more important than the cutting force Fx.
Figure 8a shows the instantaneous cutting forces for the tooth number Z = 3. It can be seen

from variation of Fy that the cutting operation starts when the second tooth comes out, with
the maximum value reaching 580N.
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Fig. 7. Predicted cutting forces for various cutting depth: (a) x-direction, (b) y-direction

Fig. 8. Cutting force in the x-, y- and z-directions: (a) Z = 3 teeth, (b) Z = 4 teeth

Although the shape of cutting forces is affected and changed compared to that with two
teeth, the distribution is still continuous. This difference is explained by the summation of
cutting forces of teeth in attack with the mutter. So, it is possible that the number of teeth
variation will significantly influence the accuracy of the finished part. Figure 8b also presents
the predicted values of the cutting force for the same conditions but for a four teeth tool. It is
noticed that the shape and values for the cutting force components Fx and Fy are similar to those
of the cutter with three teeth. Also, these levels for the cutting forces, for a four flutes, seems to
be typical for peripheral milling as this result is approximately close to the experimental ones
found by Budak (2006a). The percentage ratio of the difference between the absolute maximum
predicted and measured value relative to the measured value represents an error of 9%.

The variation of dynamic coefficients (Kxx,Kyy) is presented in Fig. 9. It is clear that the
curves have a periodic form with amplitude reaching 1.8 · 107 N/m. The coefficient Kxx is less
important than Kyy, that is why we have obtained in Fig. 3 vibrations in the x-direction more
severe than in the y-direction.

The damping coefficients, presented in Fig. 10, have low amplitude varying from about
−4.1535 · 104 to −4.15345 · 104N·s/m with instability in the beginning.
Figure 11 shows the effect of the nominal air gap on the dynamic coefficients. This result

reveals that the amplitude of both stiffness and damping coefficients decrease with an increase
in the nominal air gap. This result was also proved by Bouaziz et al. (2011).

The impact of the bias current I0 on the dynamic coefficients is presented in Fig. 12. For
different values of I0: I0 = 5A, I0 = 6A and I0 = 6.5A, it is found that Kxx and Cxx rise when
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Fig. 9. Stiffness coefficients of the bottom AMB in the x- and y-directions

Fig. 10. Damping coefficients of the bottom AMB in the x- and y-directions

Fig. 11. Dynamic coefficients variation at the bottom AMB in the x-direction as function of e0

I0 increases. Indeed, equation (2.1) shows that the electromagnetic forces are proportional to the
bias current. Therefore, the damping and stiffness coefficients should be increased to minimize
the fluctuations.

Figure 13 presents variation of the stiffness and damping coefficients for rotational speeds
of N = 20000 rpm and N = 40000 rpm, respectively. We remark that the damping coefficients
increase in a noticeable way relative to the stiffness coefficients. This is explained by the fact
that the vibrations generated with the highest rotational speed should be absorbed and reduced
due to damping. A too small change is noted for the stiffness coefficients at the beginning.
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Fig. 12. Dynamic coefficients variation at the bottom AMB in the x-direction as function of I0

Fig. 13. Dynamic coefficients of the bottom AMB in the x-direction as function of rotation speed

4. Conclusion

This study presents dynamical analysis of a high speed AMB spindle in the peripheral milling
process. The spindle rotor is modeled by finite elements using the Timoshenko beam theory. The
rigid motions are also considered. A mechanistic model of the peripheral milling is presented
including the influence of instantaneous chip thickness. To solve the general equations of motion,
the Newmark coupled with the Newton Raphson numerical method is used. The solution gives
the spindle dynamic response and explains variation of the cutting force. Analyzing this work, we
conclude that the cutting force is related to the cutting parameters introduced in the modeling
such as the effect of thickness of the formed chip, feed per tooth, cutting depth and the number
of teeth in the cutter. So, it is necessary to select a suitable cutter with the determined flute
number in order to obtain an ideal cutting force distribution. This ideality appears first, when the
absolute value of the cutting force perpendicular to the feed direction during the cutting process
is as small as possible; secondly, when the cutting force distribution is continuous. Concerning
the modeling of the bearing, it is clear that the dynamic coefficients are influenced by the air
gap as they increase when this parameter decreases. Also they increase with an increase in the
rotational speed.
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Buckling behavior of cylindrical shells subjected to combined pressure, torsion and axial
compression is presented by employing a symplectic method. Both symmetric and non-
-symmetric boundary conditions are considered. Hamiltonian canonical equations are esta-
blished by introducing four pairs of dual variables. Then, solution of fundamental equations
is converted into a symplectic eigenvalue problem. It is concluded that the influence of pres-
sure on buckling solutions is more significant than that due to compressive load, in particular
for a longer external pressured cylindrical shell. Besides, buckling loads and circumferential
wavenumbers can be reduced greatly by relaxed in-plane axial constraints.

Keywords: buckling mode, combined loads, critical load, cylindrical shell, symplectic method

1. Introduction

In practical applications, thin-walled cylindrical shells are not usually subject to only one single
loading condition but very commonly they are subject to a combination of three basic types of
loads, i.e. torsional load, pressure and axial compressive load. Therefore, it is very meaningful to
understand the interactive buckling behavior of cylindrical shells under the combined action of
two or all of these loads. In the previous theoretical studies, various approximate methods were
developed to predict the buckling loads of cylindrical shells with special boundary conditions.
One common numerical approximation is to assume a suitable series expansion for the displace-
ment, and subsequently transform the basic problem into a system of linear equations like in the
Galerkin method. Kardomateas and Philobos (1996) presented benchmark solutions for instabi-
lity of a thick-walled cylindrical shell under combined axial compression and external pressure
by separating variables and transforming higher-order partial differential equations into ordinary
differential equations. Despite obtaining more accurate results, it is necessary to assume some
forms of admissible displacement expressions. The solution space is also incomplete. Another
feasible approximate approach is to apply perturbation techniques to deal with the buckling of
shells with more complex physical properties. Some other approaches include analytical studies
by Anastasiadis et al. (1994) and Shen and Xiang (2008). In addition to the analytical and per-
turbation methods, the rapidly developing computational hardware and software also offer great
opportunities to challenge the complex buckling problems. For example, Mao and Lu (2001) used
the finite difference method to study plastic buckling of a thin-walled cylindrical shell subjected
to combined action of general loads based on the J2 deformation theory. Tafreshi (2006) and
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Vaziri and Estekanchi (2006) investigated buckling and post-buckling cylindrical shells subjec-
ted to pressure and axial compression by means of the finite-element method. By employing the
semi-analytical finite-element method, Ley et al. (1994) studied buckling loads of ring-stiffened
anisotropic cylinders subjected to axial compression, torsion, and internal pressure.

Most of the solution methods cited above can be regarded as approximate or numerical me-
thods, and most of the studies considered only two loads. It is very rare that three types of loads
are considered. The classical analytical methods which apply a Lagrangian system involve only
one type of variables. In the systems, the basic equations are expressed in higher-order partial
differential equations and even after separating the variables, analytical solutions are rather
difficult to be derived. In view of these shortcomings, Zhong (2004) presented a symplectic ana-
lytical theory to establish a standardized solution procedure for some fundamental problems in
solid mechanics. Applying the Legendre transformation, higher-order Lagrange governing equ-
ations can be converted to lower-order Hamiltonian dual equations. Hence, analytical solutions
can be subsequently obtained by separating variables in the symplectic space. This symplectic
analytical method is not only rigorous, but it also establishes a rational solution procedure.
In this regard, Xu et al. (2006) investigated local buckling and axial stress waves propagation
(and reflection). They developed a Hamiltonian system for solving dynamic buckling of cylin-
drical shells. Recently, based on classical Donnell’s shell theory, the authors (2014) presented a
symplectic solving method for buckling of cylindrical shells under pressure.

The main objective of this paper is the bifurcation buckling of cylindrical shells subjected
to a combination of pressure, torsion and compressive loads. Various combinations of in-plane
and transverse boundary conditions at both shell edges are considered. Applying the symplectic
approach, the Hamiltonian governing equations are obtained through the Hamiltonian principle
of mixed energy. Then the buckling loads and buckling modes can be related to the symplectic
eigenvalues and eigenvectors, respectively. The parameters which influence the shell buckling are
analyzed and discussed using some numerical examples.

2. Fundamental problem and Hamiltonian system

A cylindrical shell with radius R, length l, thickness t, Young’s modulus E and Poisson’s ratio ν,
as shown in Fig. 1, which is acted by a combination of loads including pressure P (positive for
an external pressure), torque T and compressive load N is considered. A circular cylindrical
coordinate with the x-axis along the shell axis is adopted, and u, v, w denote the corresponding
displacements along with the x-direction, θ-direction and r-direction, respectively.

Fig. 1. Geometric parameters of a cylindrical shell subjected to combined loads
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The constitutive relations are expressed as (Yamaki, 1984)

Nx = K
[∂u
∂x
+
ν

R

(∂v
∂θ
− w

)]
Mx = −D

(
∂2w
∂x2 +

ν

R2
∂2w

∂θ2

)

Nθ = K
[ 1
R

(∂v
∂θ
− w

)
+ ν

∂u

∂x

]
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( 1
R2

∂2w
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∂2w

∂x2

)
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2

( 1
R

∂u

∂θ
+
∂v

∂x

)
Mxθ = −

D(1− ν)
R

∂2w

∂x∂θ

(2.1)

where D = Et3/[12(1−ν2)] and K = Et/(1−ν2). Introducing a stress function φ, the membrane
forces can be expressed as

Nx =
1

R2
∂2φ

∂θ2
Nθ =

∂2φ

∂x2
Nxθ = −

1

R

∂2φ

∂x∂θ
(2.2)

Based on Donnell’s shell theory and neglecting the pre-buckling bending effect, the internal
forces of the buckling state can be obtained as N0x = N/(2πR), N

0
θ = −pR and N0xθ = T/(2πR).

From the variational principle, the Lagrange density function can be expressed in terms of elastic
potential energy and work due to the external load, as

L =
1

R2
∂2φ

∂θ2
∂u

∂x
+
∂2φ

∂x2

( 1
R

∂v

∂θ
− w

R

)
− 1
R

∂2φ

∂x∂θ

( 1
R

∂u

∂θ
+
∂v

∂x

)
− 1

2Eh

(∂2φ
∂x2
+
1

R2
∂2φ

∂θ2

)2

+
D

2

(∂2w
∂x2
+
1

R2
∂2w

∂θ2

)2
− N0x
2

(∂w
∂x

)2
− T 0xθ

R

∂w

∂x

∂w

∂θ
− N0θ
2R2

(∂w
∂θ

)2 (2.3)

According to the variational equation δ
∫∫
L dS = 0, the compatibility condition and equ-

ilibrium equation can be obtained in the Lagrange system. For simplicity, the following dimen-
sionless terms are defined as X = x/R, U = u/R, V = v/R, W = w/R, Φ = φ/(Et3), L = l/R,
H = t/R, α = 12(1 − ν2), β = αH2, Ncr = N0xR

2/D, Tcr = T 0xθR
2/D and Pcr = N0θ /D. An

over-dot denotes differentiation with respect to θ, i.e. Ẇ = ∂W/∂θ, in which the θ-coordinate
is taken as a time-equivalent coordinate and ∂XW = ∂W/∂X. Introducing two additional va-
riables, ξ = −Ẇ and ϕ = −Φ̇, the dimensionless Lagrange density function can be expressed
as

L = −αW∂2XΦ−
β

2
(∂2XΦ+Φ̈)

2+
1

2
(∂2XW+Ẅ )

2−Ncr

2
(∂XW )

2−TcrẆ∂XW−
Pcr
2
(Ẇ )2 (2.4)

Applying Legendre’s transformation, a vector q = [W, ξ, Φ, ϕ]T is introduced and the cor-
responding dual vector, defined as p = [p1, p2, p3, p4]

T, can be derived from p = δL/δq̇. The
elements of p = [p1, p2, p3, p4]

T represent the equivalent transverse shear force, bending moment,
shear stress and normal stress, in the Hamiltonian system, respectively. Then, the Hamiltonian
density function is given by H(q,p) = pTq̇− L(q,p) and the Hamiltonian canonical equations
are

{
q̇
ṗ

}
=





δH

δp

−δH
δq




=

[
A B
C −AT

]{
q
p

}
(2.5)



708 J. Sun et al.

where

A =




0 −1 0 0
∂2X 0 0 0
0 0 0 −1
0 0 ∂2X 0


 B =




0 0 0 0
0 1 0 0
0 0 0 0

0 0 0 − 1
β




C =




Ncr∂
2
X −Tcr∂X −α∂2X 0

Tcr∂X −Pcr 0 0
−α∂2X 0 0 0
0 0 0 0




Defining a state vector ψ = [qT,pT]T, Eq. (2.5) can be simplified as

ψ̇ = Hψ (2.6)

where H is the Hamiltonian operator matrix (Zhong, 2004).

3. Symplectic eigenvalue problem

In a symplectic system, the solution to Eq. (2.6) can be derived by separating the variables, i.e.
ψ(X, θ) = η(X)χ(θ). Hence, Eq. (2.6) can be simplified to

χ(θ) = eµθ Hη(X) = µη(X) (3.1)

where η = [q′1, q
′
2, q
′
3, q
′
4, p
′
1, p
′
2, p
′
3, p
′
4] and µ represent the symplectic eigenvector and eigenvalue,

respectively. For a shell of revolution, the continuity condition requires ψ(X, 0) = ψ(X, 2π) and
the eigenvalues are µn = ni (n = 0,±1,±2, . . .). Substituting it into Eq. (3.1), the symplectic
eigenvalue equation can be expressed as

Hηn = niηn (3.2)

The characteristic polynomial of Eq. (3.2) is

λ8 + aλ6 + bλ5 + cλ4 + dλ3 + eλ2 + fλ+ g = 0 (3.3)

where a = −4n2 + Ncr, b = 2nTcri, c = 6n
4 − 2n2Ncr − n2Pcr + α2/β, d = −4n3Tcri,

e = −4n6 + n4Ncr + 2n
4Pcr, f = 2n

5Tcri and g = n
8 − n6Pcr. Solving Eq. (3.3) in the complex

domain, the n-th order eigenvector of Eq. (3.2) is given by

ηn =
8∑

k=1

cke
λkX (3.4)

where ck = [c1k, c2k, . . . , c8k]
T (k = 1, 2, . . . , 8) is a vector which consists of eight unknown

constants which can be determined from the boundary conditions. The eight characteristic roots
of Eq. (3.3) are λk (k = 1, 2, . . . , 8). Thus, the buckling solution can be expanded as

ψ(X, θ) =
∞∑

n=1

8∑

k=1

(
anc
(n)
k e

λk(n)Xenθi + bnc
(−n)
k eλk(−n)Xe−nθi

)
(3.5)

where an and bn are the undetermined coefficients, and each expansion term of Eq. (3.5) is a
buckling mode.
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4. Boundary conditions and buckling bifurcation condition

In a Lagrangian system, the transverse boundary conditions are generally expressed in terms of
displacement components and internal forces. In a Hamiltonian system, the conditions must be
expressed in terms of the Hamilton dual variables. The clamped boundary conditions are

W = q1
∣∣∣
X=±L/2

= 0 ∂XW = ∂Xq1
∣∣∣
X=±L/2

= 0 (4.1)

and the simply supported boundary conditions are

W = q1
∣∣∣
X=±L/2

= 0 ∂2XW = ∂
2
Xq1

∣∣∣
X=±L/2

= 0 (4.2)

In addition to transverse constraints, the in-plane boundary conditions are also necessary.
From Eq. (3.1), the displacement conditions U = 0 and V = 0 can be expressed in equivalent
forms as ∂2θU = 0 and ∂θV = 0 (Yamaki, 1984). Hence, the in-plane boundary conditions are:
— Case 1

∂2θU =
(
−(1 + ν)∂3Xq3 +

2 + ν

β
∂Xp4 +

1

H2
∂Xq1

)∣∣∣∣
X=±L/2

= 0

∂θV =
(
(1 + ν)∂2Xq3 −

νp4
β
+

q1
H2

)∣∣∣∣
X=±L/2

= 0

(4.3)

— Case 2

∂2θU =
(
(1 + ν)∂3Xq3 −

ν

β
∂Xp4 +

1

H2
∂Xq1

)∣∣∣∣
X=±L/2

= 0

NXθ = ∂Xq4
∣∣∣
X=±L/2

= 0

(4.4)

— Case 3

NX =
(p4
β
− ∂2Xq3

)∣∣∣∣
X=±L/2

= 0

∂θV =
(
∂2Xq3 +

q1
H2

)∣∣∣∣
X=±L/2

= 0

(4.5)

— Case 4

NX =
(p4
β
− ∂2Xq3

)∣∣∣∣
X=±L/2

= 0

NXθ = ∂Xq4
∣∣∣
X=±L/2

= 0

(4.6)

By using Eq. (3.4) and some specified boundary conditions, a homogeneous system consisting
of eight linear equations can be obtained as

Dc1 = 0 (4.7)

where c1 = [c11, c12, . . . , c18]
T is the undetermined coefficients vector, and Dij(Tcr, Ncr, Pcr, n)

are elements of the matrix D which is related to combinations of boundary cases, see Eqs.
(4.1)-(4.6). For the non-trivial solution, the determinant of D must vanish, or

|D|8×8 = 0 (4.8)

Consequently, the relationship of critical loads (Tcr, Ncr, Pcr) and buckling mode can be
determined from Eq. (4.8) and Eq. (3.4).
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5. Buckling results and discussion

Here, for convenience, a curvature parameter Z =
√
1− ν2L2/H is adopted. In the numerical

examples, the cylindrical shells have dimensionless thickness H = t/R = 0.01 and Poisson’s ratio
ν = 0.3. Various combinations of transverse and in-plane boundary conditions are assumed. For
two specified loads (either two of pressure Pcr, torque Tcr or axial load Ncr), the critical value
for the remaining load can always be determined from bifurcation condition, Eq. (4.8). As an
example, for some specified pressure and compressive load which act on the shell, the torsional
buckling load can be obtained.

From Eq. (3.1), integer n denotes the number of buckling waves in the circumferential di-
rection while the corresponding buckling mode can be referred as the n-th order mode. As
mentioned above, torsional buckling loads for various boundary conditions are illustrated in
Figs. 2 and 3 for Z = 500. In general, it is observed that the effect of pressure is more signi-
ficant than that due to axial compression. The buckling load goes up with increasing internal
pressure but decreases with growing external pressure. This observation is consistent with other
published results (Yamaki, 1984; Winterstetter and Schmidt, 2002). The result indicates that
a cylindrical shell loses stability more easily when acted by an external pressure. For in-plane
boundary conditions, it is noted that relaxing the in-plane axial constraint greatly reduces the
buckling torsional load. Comparatively, the transverse boundary conditions do have relatively
limited effect on buckling solutions. In Figs. 4 and 5, the buckling modes corresponding to va-
rious boundary conditions are presented for Pcr = 20 and Ncr = 200. It also clearly shows that
the in-plane boundary conditions play an important role on the relevant buckling behavior.

Fig. 2. Tcr vs. Pcr under clamped boundary conditions: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4

Here, a case with clamped transverse constraints in Eq. (4.2) and Case 1 with in-plane
constraints in Eq. (4.4) is considered. The buckling loads with the increasing shell length are
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Fig. 3. Tcr vs. Pcr under simply supported boundary conditions: (a) Case 1, (b) Case 2, (c) Case 3,
(d) Case 4

Fig. 4. Buckling modes for clamped boundary conditions: (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4

illustrated in Fig. 6. It is noticed that the buckling loads rapidly decrease with an increase in
the shell length. The corresponding buckling modes for Pcr = 20 and Ncr = 200 are shown in
Fig. 7. The axial waveforms which vary with Z are also observed in the figure. For a fixed axial
compressive load (Ncr = 200) and curvature parameter (Z = 1000), the effect of buckling modes
with respect to the external and internal pressure is shown in Fig. 8. It is clearly observed that
the shell is twisted intensively with the increasing internal pressure. However, this effect reverses
completely if the shell is acted by an external pressure. The effect of compressive load on the
buckling modes is presented in Fig. 9 for Pcr = 40. It shows that an increase in the axial load
have a insignificant influence on the buckling deformation.
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Fig. 5. Buckling modes for simply supported boundary conditions: (a) Case 1, (b) Case 2, (c) Case 3,
(d) Case 4

Fig. 6. Tcr vs. Pcr under different curvature parameters Z: (a) Z = 50, (b) Z = 200, (c) Z = 500,
(d) Z = 1000

To study the effect of thickness on the buckling behavior, shells of thickness 0.002 and 0.005
are considered additionally. The buckling solutions for the shell with L = 2 are illustrated
in Fig. 10. The critical load is redefined as T cr = H2Tcr. In the figure, it is observed that
the buckling torsional load increases for a thicker shell. For similar loading conditions, the
corresponding axial buckling modes are presented in Fig. 11. The figure indicates that the
buckling waves become densely for a thinner shell.

Next, the buckling response of cylindrical shells subjected to non-symmetric boundary con-
ditions is investigated. In this example, the shell has clamped transverse constraints and Ca-
se 1 in-plane constraints at X = 0. At the other end, the simply supported plus Case 1
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Fig. 7. Buckling mode with different curvature parameters Z: (a) Z = 50, (b) Z = 200, (c) Z = 500,
(d) Z = 1000

Fig. 8. Buckling modes under different pressure Pcr: (a) Pcr = −40, (b) Pcr = −20, (c) Pcr = 0,
(d) Pcr = 20, (e) Pcr = 40

Fig. 9. Buckling modes under different compressive load Ncr: (a) Ncr = 0, (b) Ncr = 40, (c) Ncr = 80,
(d) Ncr = 120, (e) Ncr = 160
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Fig. 10. T cr vs. Pcr: (a) H = 0.002, (b) H = 0.005, (c) H = 0.01

Fig. 11. Buckling modes for different shell thicknesses H : (a) H = 0.002, (b) H = 0.005, (c) H = 0.01

Fig. 12. Tcr vs. Pcr for the non-symmetric boundary condition (clamped at one end and simply
supported at the other end)

constraints are applied. The buckling loads and buckling modes are presented in Figs. 12.
The curvature parameter Z = 500 and thickness H = 0.01 are selected. Compared with
Figs. 2a and 3a, it can be found that the obtained torsional loads are smaller than those
of the symmetric clamped shells and larger than those of the symmetric simply supported
shells.
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6. Conclusion

A very effective Hamiltonian system constructed within a symplectic space for buckling of cylin-
drical shells subjected to a combination of pressure, torsion and axial compression is established.
Applying Legendre’s transformation, the Hamiltonian canonical equations are derived by intro-
ducing four pairs of dual variables. By separating the variables, the classical governing equation
is converted to a symplectic eigenvalue problem where only solutions for the symplectic eigenva-
lues and eigenvectors are required.

Through a systematic and rational procedure, it is derived that the eigensolutions for the
zero-eigenvalues and non-zero-eigenvalues represent axisymmetric and non-axisymmetric shell
buckling modes, respectively. For cylindrical shells subjected to pressure and axial compression,
the numerical examples concluded that: (i) buckling torsional loads should go up with an increase
in the internal pressure and decline with a rise in the external pressure and compressive load.
These changings induced by the applied pressure become more significant. For buckling modes,
the effect of pressure load on the twisted waveforms is also more obvious that caused by axial
compression; (ii) with the relaxation of the in-plane axial constraint, the downtrend of buckling
loads with respect to pressure should be more dramatic. And the corresponding buckling mode
also presents a slight twisted shape. Besides, the transverse boundary conditions have a limited
influence on buckling results while external pressures are not extremely large; (iii) buckling
torsional loads should be reduced for longer and thinner shells. The circumferential waves number
of the buckling mode increases with a decrease in the thickness and length of the shell; (iv) for
shells with non-symmetric boundary constrains, the buckling solutions fall in between those
under the corresponding symmetric boundary conditions.
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A method to extract energy from an excitation which is stochastic in nature is presented. The
experimental rig comprises a pendulum, and a vertical excitation is provided by a solenoid.
The control input assumed in the form of a direct current motor, and another motor, used in
reverse, acts as a generator. The stochastic excitation has been achieved by varying the time
interval between switching the RLC circuit on and off according to a random distribution.
Such non-linear vertical excitations act on an oscillatory system from which a pendulum is
pivoted. The Pierson-Moskowitz spectrum has been chosen as the random distribution while
an inverse transform technique has been used for generation of the random excitation signal
in LabVIEW environment. Moreover, a bang-bang control algorithm has been implemented
to facilitate rotational motion of the pendulum. Experimental observations have been made
for various noise levels of vertical excitations, and their implication on energy generation
has been discussed. A positive amount of energy has been extracted for a minimal amount
of the control input.

Keywords: parametric pendulum, stochastic excitation, energy harvesting

1. Introduction

Energy in form of mechanical vibration generally exists everywhere, all the time, and its source
can be natural (e.g. sea wave) or artificial (e.g. automobile vibration). While some vibrations
may be regarded as useful and necessary, other vibrations can be suppressed or their energy
can be converted into electrical energy by means of a harvester. For an instance, it can be used
to vertically excite a parametric pendulum, which in turns rotates the pendulum and drives
a generator to produce electrical energy. That form of vertical excitation can be chaotic or
stochastic in the characteristic. Though both chaotic and stochastic excitations appear to be
random and irregular, the chaotic excitation is deterministic while the stochastic excitation is
characterized by using probability theory.
Various investigations have been performed on the dynamics of a parametric pendulum

subjected to the stochastic excitation. For example, a stochastic forcing of Gaussian distribution
was added to the forced pendulum model (Blackburn et al., 1995) and its effect in stabilizing
and destabilizing the periodic motion of the parametric pendulum was studied by Blackburn
(2006). Influence of the Wierner phase noise in the chaotic regime of a parametrically excited
pendulum was numerically studied by Litak et al. (2008). A numerical study was conducted to
investigate how stable rotational modes of a parametric pendulum were affected by introducing
a stochastic forcing of Gaussian distribution by Horton and Wiercigroch (2008). Rotation of
a parametric pendulum system subjected to an excitation with the Pierson-Moskowitz wave
spectrum was studied by Najdecka (2013). Rotational motion of the Mathieu equation subjected
to a narrow band excitation was investigated by Yurchenko et al. (2013). The stochastic response
of a rotating pendulummounted on a single degree-of-freedom (SDOF) base, which was subjected
to narrow band excitation, was explored numerically by Yurchenko and Alevras (2013) and
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Alevras and Yurchenko (2014). Stochastic synchronization of rotating pendula mounted on a
mutual elastic SDOF base subjected to narrow band excitation were numerically investigated by
Alevras et al. (2014). Moreover, the parametric pendulum has been a subject of chaotic analysis
as well. Influence of a nonlinear oscillator on an attached pendulum in the main parametric
resonance region was studied by Warminski and Kecik (2006). The behavior of a parametric
pendulum pivoted on a mass-spring-damper system was investigated analytically, numerically
and experimentally around the principal resonance region by Warminski and Kecik (2009). The
dynamics of an autoparametric pendulum-like system with a nonlinear suspension subjected to
kinematic excitation was numerically and experimentally investigated by Kecik and Warminski
(2011). The dynamics of a pendulum suspended on a forced Duffing oscillator was numerically
explored by Brzeski et al. (2012).

As the rotational motion of parametric pendulum is advantageous for energy harvesting,
it is desired to maintain that motion when it is subjected to any excitations. A few control
strategies have been proposed for the purpose of sustaining rotational motion of the parametric
pendulum. A time-delayed feedback method was employed to initiate and stabilize rotational
motion of the pendulum by a feedback perturbation proportional to the difference between the
present and a delayed state of the pendulum (Yukoi and Hikihara, 2011a). The tolerance of
time-delayed feedback method with mistuned delay was experimentally investigated by Yukoi
and Hikihara (2011b). The extended time-delayed feedback was proposed to maintain rotating
solutions of the parametric pendulum to avoid bifurcations that destabilize the rotating orbit
(De Paula et al., 2012). The robustness and sensitivity of the time-delayed feedback method
with respect to varying excitation parameters and added noise was investigated by Vaziri et al.
(2014). In addition, a velocity control method was proposed to effect a control torque about the
angular axis if the angular velocity of the pendulum droped below a threshold (Najdecka, 2013).
Alternative methods of control, such as a LQR method (Dadone et al., 2003) were deployed
mainly for a pendulum-type system without continuous rotations.

The objective of this paper is to show an alternative mean of implementing an experimental
stochastic process for facilitating investigations on the parametric pendulum for energy harve-
sting. In particular, the observation of rotational state of the pendulum under such an excitation
is of interest in the current study. The proposed setup could exert a non-linear electromechanical
force to the pendulum by means of an AC solenoid, which is powered by a solid-state-relay(SSR)-
coupled RLC circuit, and it was previously reported to exhibit period-1 rotations, period-1 oscil-
lations and period-2 oscillations (Teh et al., 2015). The type of the parametric pendulum system
considered belongs a special class of autoparametric systems; it has a mass-spring-damper system
as the base and a pendulum is attached to it. Unlike the stochastic excitation of the parametric
pendulum as the above-mentioned, the implementation of a stochastic excitation to the pendu-
lum system in the current study is achieved by a random distribution of the input signal with
respect to the duration of switching on and off the solenoid. In addition, a bang-bang control
algorithm is tailored to address the problem of escaping the potential well when the noise is
sufficiently destructive for positive energy generation. To implement the control algorithm and
monitor potential energy generation, the experimental parametric system is enhanced with a
control system by adding a rotational actuator, a generator and some necessary transducers.
The main aim of this paper is to show that for stochastic energy sources commonly found in
real life it is possible to introduce a minimal amount of the control input, while still harvesting
more energy. This is an improvement to the previous work on periodic excitation by Teh et al.
(2015).

The paper is organized in the following manner. The enhanced version of the experimental
setup is first described in Section 2 together with its dynamic equations. The implementation of
stochastic excitation for the experimental setup of the current study is described in Section 3.
The bang-bang control algorithm that assists the pendulum motion is proposed in Section 4.
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Some results on the pendulum system subjected to different levels of stochasticity are presented
in Section 5. Finally, the paper is summarized and concluded in Section 6.

2. Experimental setup

The experimental setup of the parametric pendulum system given by Teh et al. (2015) has
been extended to further investigation on rotations of the pendulum in the present work. The
parametric pendulum system assembled for the experimental study on pendulum rotations under
stochastic excitation is depicted in Fig. 1a. This configuration of the parametric pendulum
system was previously described by Teh et al. (2015) regarding the functions and connections
among the components. In the current study, the pendulum assembly has been modified by
adding a L-bracket to mount the motor and the generator on to the pendulum assembly. The
motor and generator are connected in parallel with the pendulum pivot by means of spur gears.
The gear ratio among the pendulum pivot, motor and generator is 2:2:1. The overall assembly
is suspended by means of a mechanical hook at the aluminium base plate.

Fig. 1. (a) Experimental rig of the present work; (b) schematic of (a)

The schematic of the experimental setup is illustrated in Fig. 1b. The interface between the
mechanical and electrical part of the system by Teh et al. (2015) has been enhanced in the
present work to derive more information from the parametric pendulum setup while outputting
commands simultaneously. Vertical oscillation of the pendulum assembly is achieved by exerting
an electromagnetic force on the metal bar within the solenoid. The solenoid is connected in series
with an external power supply and a capacitor to fulfill such forcing requirement, as depicted
in Fig. 1b. It is effectively a RLC circuit and it is built in a similar way to Mendrela and
Pudlowski (1992). A solid state relay is coupled with the RLC circuit to switch the solenoid
on and off according to the input signal generated from the computer system. A non-linear
electromechanical excitation of the pendulum assembly is generated by repeatedly switching the
solenoid on and off, and a linear tension spring is used to complement the vertical oscillatory
motion.
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Four transducers are employed to scavenge useful data from the experimental system. The
angular displacement of the pendulum is measured using an Autonics incremental optical encoder
(Model: E6B2-CWZ1X), and the signal is fed to monitoring system via National Instrument (NI)
universal motion interface (Model: NI UMI-7774). Besides, the vertical motion of the pendulum
assembly is measured using a Brüel & Kjær piezoelectric accelerometer (Model: 4518-001). Two
Allergo hall-effect based linear current sensors (Model: ACS711EX and ACS711LC) are used to
respectively measure the electric current of the circuit of Crouzet DC motor (Model: 82800502)
and Cytron DC generator (Model: SPG50-100K). The charge amplifier function of a NI data
acquisition module (Model: NI USB-4432) is used to amplify the electrical signal generated
by the accelerometer before being fed to the monitoring system. On the other hand, the analog
voltage measurement function of the same data acquisition module is used to measure the voltage
difference generated by the linear current sensors before being fed to the monitoring system.

The monitoring and logging of the experimental data is performed using NI PXI-embedded
computer system (Model: NI PXI-8106). NI PXI-embedded computer system is also capable of
simultaneously generating a signal for switching the solid state relay on-and-off and performing a
control action on the pendulum axis based on the measured real-time data. LabVIEW is usedt o
design a graphical user interface that could perform the above tasks based on NI PXI-embedded
computer system. The NI motion controller module (Model: NI PXI-7350) of the computer
system is used to generate a digital signal which is software-timed by a graphical user interface
under a specific algorithm for switching the solid state relay on-and-off. Besides, the NI motion
controller module is used to generate a hardware-timed pulse-width modulation (PWM) signal
according to the computed control action, which is in the form of motor input voltage. The
PWM signal is received by the Cytron DC motor driver card (Model: MD10C) and it draws
electric current from a DC power supply to drive the DC motor according to the PWM signal.

In addition to the equations of motion for the mechanical system as well as governing equ-
ations describing the electrical circuit of the solenoid (Teh et al., 2015), the variation of current
flowing through the DC motor are expressed as follows

LM
dIM
dt
= UM −RMIM −KM θ̇ TM = KMIM (2.1)

where LM is the motor inductance, RM is the motor resistance,KM is the motor torque constant,
UM is the voltage applied to the motor armature, and IM is the motor current. Finally, the
dynamics of the DC generator is expressed using the following equations

LG
dIG
dt
= ηKGθ̇ −RGIG TG = KGIG (2.2)

where LG is the motor inductance, η is the gear ratio between the pendulum pivot and the
generator, RG is the motor resistance, KG is the motor torque constant, and IG is the motor
current.

3. Stochastic excitation modeling

Implementation of a stochastic excitation in the parametric pendulum system of this work is
described in this Section. As aforementioned, the vertical excitation of the pendulum assembly is
achieved by repeatedly switching the solenoid circuit on and off via a solid state relay. Variation of
the timing for switching the solenoid on and off according to a random distribution could generate
a stochastic excitation on the pendulum system. An example of the input signal of the solid state
relay with varying on and off timing is shown in Fig. 2. The time interval between each peak of
the input signal is different, and these values are generated from a random number generator.
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A frequency range from 1.2Hz to 7.0 Hz is selected, in the first instance, as a basis for a random
time period generator. The reciprocal of the upper and lower limit of frequency determines the
corresponding limits of the time interval between peaks of the input signal. This frequency range
has been selected such that these values can be implemented in the experiment such that the
pendulum is rotated. This could maximize the transmission of vertical translational energy to the
pendulum as it experiences an autoparametric resonance with the electromechanically-excited
mass-spring-damper system.

Fig. 2. Example of the input signal generated in a stochastic manner

The profile of the random distribution can be selected such that the random time period
is generated according to either a set of discrete frequencies or a continuous variation of the
frequency with respect to the frequency range of interest. Nonetheless, it is intended in this
work to attempt emulating stochastic oscillatory motion of the pendulum assembly that could
represent the sea wave excitation. The sea wave can be modeled as a stochastic process with a
continuous function that can represent the state of the sea in the form of an energy spectrum; the
wave spectrum. The Pierson-Moskowitz spectrum (Pierson and Moskowitz, 1964) is considered
in the current study as the profile of the random distribution for the random number generator.
It has been developed under the concept of a fully developed sea, and it is a one-parameter
spectrum. The formulation of the Pierson-Moskowitz spectrum is given by

S(ω) = A
g2

ω5
exp

(
− 16π

3

ω4T 4z

)
Tz = B

√
Hs

g
(3.1)

where A = 0.081, B = 11.1, ω is the frequency, and Hs is the significant wave height which
is defined as one third of the highest wave observed. From Eqs. (3.1), the profile of the wave
spectrum depends solely on the parameter Hs. The same formulation was used by Najdecka
(2013) to reconstruct the time history of the wave for stimulating the response of the pendulum
system subjected to the sea wave excitation by means of an electro-dynamical shaker.
Figure 3a depicts the non-dimensionalized Pierson-Moskowitz spectrum.It is computed using

Eqs. (3.1), and it features an asymmetric bell-shaped curve with a positive offset. It peaks at
a nominal frequency, and that frequency can be expressed explicitly by equating to zero the
derivative of S(ω) with respect to ω, which yields the following expression

ω =
2

B

√
2g

Hs

4

√
π3

5
(3.2)

Rearranging Eq. (3.2), one obtain an expression for Hs in terms of other parameters

Hs =
8πg

ω2B2

√
π

5
(3.3)
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Fig. 3. Non-dimensionalized Pierson-Moskowitz wave spectrum; (b) cumulative distribution function of
the Pierson-Moskowitz wave spectrum

The value of the parameter Hs can thus be determined in order to match the nominal frequency
of the wave spectrum as close as possible to the operating frequency of the pendulum system.
Generation of a random time period based on the Pierson-Moskowitz spectrum is performed

by using the inverse transform technique in this work. The inverse transform technique, also
known as the Smirnov transform, is useful for generating random variates with an arbitrary
continuous distribution function (Devroye, 1986). To utilize this technique, the selected random
distribution is first integrated and then rescaled to obtain its cumulative distribution function F ,
such that it maps a number in the domain to a probability between [0, 1], as illustrated in Fig. 3b.
This technique works as follows. A random number u is generated from the standard uniform
distribution in the interval of [0, 1]. The generated u is then interpolated with the rescaled
cumulative distribution function to locate the frequency ω. In other words, the inverse function
of F is sought to determine the frequency ω that corresponds to the generated random number u,
with their relationship being expressed as follows

ω = F−1(u) ∆t =
2π

ω
− T0 Tnew = T0 + C1∆t (3.4)

In Eq. (3.4)2, the random time period is decomposed into two components, namely the nominal
time period T0 and the offset time period introduced by the wave spectrum ∆t. T0 is also the
inverse of the nominal frequency of the wave spectrum. Finally, a factor within the range of
[0, 1] C1 is introduced to control the stochasticity of the random time period in Eq. (3.4)3, which
yields the new time period for that cycle.

To generate a train of square pulses with different timing for switching the solenoid on and
off in the experiment continuously, the above procedure can be repeated in a timer loop. For
each iteration, the timer will start counting once a new time period is generated, and a square
wave and the command signal will be computed based on that time period. The command signal
generated by the computer system can be written as

a =




1 if t(mod Tnew) <

1

2
Tnew

0 otherwise
(3.5)

where the units of the timer time t, the new time period Tnew is in seconds. By using the
equations above, the generated input signal will be a train of square pulses with a fixed duty
cycle of 50%. The timer will be reset automatically once the timer counts until Tnew. The time
period for each iteration is then different, and so the on-and-off timing for each square wave in
the pulse train, which is illustrated in Fig. 2. LabVIEW environment is used to program the
above algorithm in this work.
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Figure 4a depicts the time history of the vertical displacement of the pendulum support
generated by the proposed stochastic excitation. It is observed at a root-mean-squared variac
voltage of 110Vrms. The nominal frequency of the spectrum is set to be 1.9Hz, such that the
corresponding value of Hs is 0.011m. The pendulum is constrained at its downright position
during the measurement, and C1 is set to 1 to utilize the full scale of the Pierson-Moskowitz
spectrum. From Fig. 4a, the amplitude of oscillation and time interval between two peaks is
observed to be varying with time, which suggests that an irregular oscillation of the mass-
spring-damper system could be generated by using the proposed stochastic excitation. The FFT
spectrum of the time history (line 1) in Fig. 4b suggests that the vertical oscillation is stochastic
in nature. The energy content of the vertical oscillation lies within a range of 1.2Hz to 6Hz,
and it also resembles a bell-shaped curve with a positive offset. The spectrum is smoothened
(line 2) and it displays a major peak in close vicinity of the nominal frequency of the Pierson-
Moskowitz spectrum. By comparing it with the Pierson-Moskowitz spectrum (line 3), it can
be seen that the smoothened spectrum of the time history is in good correspondence with the
desired power density profile with mild slight discrepancy between the shapes of the spectra,
which is representative of many vibratory systems. The above observations show the viability
of the excitation mechanism in the current study to attempt emulating a stochastic excitation
on a solenoid-powered mass-spring-damper system.

Fig. 4. (a) Time history of the vertical support excitation using the proposed stochastic excitation for
V = 130Vrms and ω0 = 1.9Hz; (b) FFT spectrum of (a) compared with the Pierson-Moskowitz wave

spectrum generated for Hs = 0.011m

4. Rotation control of pendulum

A bang-bang control is suggested in the current study to promote rotational motion of the
pendulum as it is subjected to a random excitation. The objective of control is to assist motion
of the pendulum despite randomness of the vertical excitations. The nature of the control strategy
is intuitive; while the pendulum is rotating, a control torque will be exerted along the rotational
direction if the control system senses that the pendulum is experiencing a destructive coupling
torque arisen from the pendulum support that opposes the current motion of pendulum. The
real-time information of the angular displacement and velocity of the pendulum and the vertical
acceleration of the pendulum support are assigned as the feedback signal of the controller and
some conditions are defined based on those signals to exert control action. The function of each
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signal is detailed as follows. The signal of angular displacement of the pendulum indicates the
position of the pendulum from its downright equilibrium position. On the other hand, the signal
of angular velocity of the pendulum indicates the direction and the rate at which the pendulum
moves. Lastly, the signal of vertical acceleration of the pendulum support indicates the direction
of the summation of forces acting on the pendulum support.
The rotating plane of the pendulum splits up into two halves, namely left-half plane and

right-half plane, and they form control envelopes. The conditions for activating the control action
is different for each plane. For the left-half plane (i.e. 2nπ < θ < (2n + 1)π, n ∈ N)

UM (t) =





k1 + k2 sin θ if z̈ > 0 ∧ 0 ¬ θ̇ < θ̇min

−k3 if z̈ < 0 ∧ −θ̇min < θ̇ < 0

0 otherwise

(4.1)

where UM is the input to the DC motor, k1 and k2 are control parameters applied when the
pendulum is climbing from its downright equilibrium, and k3 is the control parameter applied
when the pendulum is falling from its upright equilibrium position. Suppose that the pendulum
is rotating in the left-half plane. The coupling torque will be destructive in that plane if the pen-
dulum support is suddenly accelerated upwards while the pendulum is rotating in the clockwise
direction, and this may cause the pendulum to lose angular velocity and fall to its downright
equilibrium position. Hence, a control torque will be exerted along the clockwise direction if
the pendulum support is accelerated upwards and the rate at which the pendulum is rotating
is lower than the threshold angular velocity θ̇min, as stated in the first condition of Eq.(4.1).
A sinusoidal term is added to compensate for the torque due to gravity while the pendulum
is climbing from its downright equilibrium position. On the other hand, the coupling torque
will also be destructive in the left-half plane if the pendulum support is suddenly accelerated
downwards while the pendulum is rotating in the counter-clockwise direction. A control torque
of the counter-clockwise direction will then be exerted if the pendulum support is accelerated
downwards and the rate at which the pendulum is rotating is greater than the negative thre-
shold angular velocity, as stated in the second condition of Eq. (4.1). The control action will
otherwise not be exerted in the left-half plane if the above conditions are not met. Likewise, for
the right-half plane (i.e. (2n + 1)π < θ < 2(n + 1)π, n ∈ N)

UM (t) =





−(k1 + k2 sin θ) if z̈ > 0 ∧ − θ̇min < θ̇ < 0

k3 if z̈ < 0 ∧ 0 ¬ θ̇ < θ̇min

0 otherwise

(4.2)

Due to an inequality condition at θ̇ = 0, the control algorithm is also capable of initiating
pendulum motion regardless of the initial conditions besides maintaining the rotation state of
the pendulum, which is to be shown in Section 5.

5. Pendulum rotation subjected to the proposed stochastic excitation

The experimental rig, as described in Section 2, is used to implement the proposed method of
varying the on-and-off timing of the solenoid to induce stochastic excitations on the pendulum
system. The pendulum system is tested at different levels of stochasticity by varying the on-
and-off timing, and the observation of rotational state of pendulum under such excitation is
particularly of interest in view of energy scavenging. The control algorithm, as described in
Section 4, is used to drive the rotational actuator in attempting to assist the rotation of the
pendulum when it could not be sustained.
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An AC supply voltage of 130Vrms and a nominal frequency of 1.9Hz is chosen to generate
experimental results in the current study. The selected parameters lie within the resonance area
of the pendulum system, which is advantageous for generating rotation of the pendulum. The
pendulum system is first excited by switching the RLC circuit of the solenoid on-and-off with a
regular time interval. The control algorithm is then activated and the pendulum is actuated from
its downright equilibrium position to yield period-1 rotation. A buffer period of approximately
30 s is required to let the pendulum motion settle to period-1 rotation. After that, stochasticity
is introduced to the excitation and the level of noise is controlled by manipulating C1 in Eq.
(3.4)3. The pendulum system is run for a period of 300 s, and useful experimental data is logged
simultaneously. As the rotational process is stochastic, the measurement for the same noise
level is to be repeated for another 9 sets to obtain the average accumulated net energy. The
control parameters k1, k2, k3 and θ̇min are experimentally optimized and fixed at 8, 4, 1 and 7.5,
respectively, for all noise levels throughout the experiment.

Fig. 5. (a) Time response of the pendulum system for C1 = 0; (b) FFT spectrum for vertical support
excitation generated using experimental results; (c) phase portrait of the pendulum axis

Figure 5a demonstrates a sample time history of the pendulum system when C1 = 0 for a
period of 21 s. In this case, the noise is disabled in the timer loop and the solenoid is switched on
and off in a regular time interval, which is 0.526 s. Thus, the pendulum exhibits period-1 rotation
as it experiences an autoparametric resonance with the vertical support excitation, which is also
periodic, after it is actuated from its rest position. The quality of the periodic excitation can be
assessed via its FFT spectrum, which, see Fig. 5b, shows a considerably discrete spectrum with
a major peak at the fundamental frequency and subsequently minor peaks at its integer multiple
with reducing the magnitude. On the other hand, it can be seen from the phase portrait of the
pendulum axis in Fig. 5c that the pendulum rotates with fluctuating angular velocity, which is
bounded within the range of [7.9, 17.2] rad/s, under the regular excitation from the pendulum
support. As the source of energy to maintain stable rotation is solely from the vertical support
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excitation, no control action is required from the DC motor. The power of the generator will
thus be the only contributor to the accumulated net energy at the end of the measurement,
which serves as a benchmark for comparison with the accumulated net energy at higher noise
levels.

The period-1 rotation of the pendulum system ceases to be stable when C1 is increased up
to 0.04. Hence, control assistance is necessary when C1 is set to be within the range of (0.04, 1] in
order to maintain the rotational state of the pendulum. In the next case, the sample of the time
history of the pendulum system when it is subjected to stochastic excitation in a moderate scale
(C1 = 0.3) is illustrated in Fig. 6a. The time interval that the solenoid is switched on-and-off is
varied, in this case, within the range of [0.411, 0.617] s. Period-1 rotation could still be observed
most of the time, as the occurrence of the moments when the vertical support excitation is less
destructive. Consequently, less control effort is required in this case with only four instances of
the control voltage input observed in this interval of the experimental data. FFT spectrum of
the vertical support excitation in Fig. 6b reveals that the spectrum is no longer discrete, and it
is stochastic in nature. The amplitude of the vertical excitation at the fundamental frequency
becomes one-fourth of its periodic counterpart. The energy is slightly spread in the vicinity of
the fundamental frequency as a consequence of slight variation in the on-and-off time interval.
The shape of the spectrum, on the other hand, is somewhat similar to that of the Pierson-
Moskowitz wave spectrum with a narrower and sharper peak, as illustrated by the smoothened
curve (line 2). The angular velocity at which the pendulum rotates, fluctuates within the range of
[4.8, 19.4] rad/s as depicted in Fig. 6c. It is wider than its periodic counterpart. The occasional
randomness of the excitation causes the pendulum rotation to lose angular velocity at some
instances, which is then rectified by the control action, and hence the lower limit of angular
velocity range is extended when stochasticity is introduced to the excitation.

Fig. 6. (a) Time response of the pendulum system for C1 = 0.3; (b) FFT spectrum for vertical support
excitation generated using experimental results; (c) phase portrait of the pendulum axis
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The sample time history of the pendulum system when C1 = 1 is illustratedin Fig. 7a. In
this case, the full scale of the Pierson-Moskowitz spectrum is used, and the time interval that
the solenoid is switched on-and-off varies within the range of [0.143, 0.830] s. It can be observed
from the vertical axis data that the vertical support excitation is irregular at higher level of
noise, which causes the pendulum trajectory to be intermittently distracted from its rotation
attractor. This necessitates frequent control actions to assist the pendulum in regaining angular
momentum and synchronizing again with the vertical support excitation. Accordingly, more
control efforts are required at a higher level of noise, which is seen in the fifth row of Fig. 7a
with 15 instances of the control voltage input observed in this interval of the experimental data.
The contents of irregularities can be assessed via the FFT spectrum of the vertical support
excitation in Fig. 7b. The smoothened spectrum (line 2) depicts a curve, and the shape of
the spectrum is similar to that displayed in Fig. 3a. The spectrum peaks at the fundamental
frequency, and the amplitude of the vertical support excitation at the fundamental frequency is
lesser than in the previous cases. This is expected as the energy of the vertical excitation has
been spread over a wider frequency range due to the maximum difference of 0.687 s in varying
the time interval. The vertical support excitation does not possess enough energy in the vicinity
of the fundamental frequency to sustain the pendulum rotation. This prompts the pendulum to
lose its angular velocity and almost stall at some point in time before the controller is alerted
to react to sudden disturbances. This is seen in the phase portrait of the pendulum axis, where
the fluctuation range of angular velocity is widened to [3.6, 19.8] rad/s.

Eaccumulated = ηKG

t2∫

t1

IGθ̇ dt−KM

t2∫

t1

IM θ̇ dt (5.1)

Fig. 7. (a) Time response of the pendulum system for C1 = 1; (b) FFT spectrum for vertical support
excitation generated using experimental results; (c) phase portrait of the pendulum axis
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Energy generation is measured via current measurement from the generator, and the accu-
mulated net energy is computed using Eq. (5.1) in real time during the course of the experiment
in all the above cases. In Eq. (5.1), t1 is the time when computation of the accumulated net
energy begins and t2 is the time when computation of the accumulated net energy ends. Figure 8
illustrates sample time histories of the accumulated net energy for the above three cases compu-
ted over a period of t2 − t1 = 300 s. In the case when the noise is disabled (C1 = 0), pendulum
rotation is sustainable without interference from the controller. Hence, the power generated from
the DC generator is the sole contributor to computation of the accumulated net energy, and it
can be seen from Fig. 8 that the accumulated net energy for C1 = 0 increases steadily as the
experiment progresses. The average accumulated net energy at the end of 300 s, obtained using
10 sets of data, is 24.51 J for C1 = 0. On the other hand, in the cases when noise is added to the
vertical excitation, control effort is required to sustain the pendulum rotation for maximizing the
energy output from the generator. Therefore, energy is invested for exerting the control effort
by means of actuation of the DC motor and this is taken into consideration while computing
the accumulated net energy. For the case when a moderate level of noise is introduced to the
excitation (C1 = 0.3), occasional control torque is required to maintain the pendulum rotation
and some energy is invested to achieve this purpose. The average accumulated net energy at the
end of 300 s is 14.01 J for C1 = 0.3, which is 57.16% of its periodic counterpart. For the case
when the full scale of Pierson-Moskowitz spectrum is introduced to the excitation (C1 = 1), the
accumulated net energy is observed to be the least. Its average accumulated net energy at the
end of 300 s is calculated as 4.67 J, which is 19.05% of the case when C1 = 0. This is expected
as more control input is necessary to prevent the pendulum motion from losing angular velocity
when the pendulum is frequently subjected to the destructive vertical excitation.

Fig. 8. Comparison of time histories of accumulated net energy for C1 = 0, C1 = 0.3 and C1 = 1

6. Conclusion

An experimental pendulum system, which exerts a non-linear vertical excitation on a pendulum
via a RLC-circuit powered solenoid is used to conduct investigations on pendulum rotation
subjected to a stochastic excitation. The pendulum system, which was previously reported in
the open literature, is enhanced with a control system by adding a rotational actuator and some
necessary transducers. In addition, a generator is mounted in parallel to the pendulum axis for
extracting energy out of rotating motion of the pendulum.

The stochastic excitation of the pendulum system is accomplished by a variable time interval
for switching the RLC-circuit on and off according to a random distribution. In particular, the
Pierson-Moskowitz wave spectrum is selected as the random distribution, and the generation of
the random time interval is implemented in the experiment using an inverse transform technique.
On the other hand, a bang-bang control algorithm is tailored to assist rotational motion of the
pendulum as it is subjected to the random excitation. The main inputs of the controller are
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the displacement and velocity of the angular axis and the acceleration of the vertical axis. The
output is the command signal to the rotational actuator.
Using the proposed method of stochastic excitation and control scheme, the experimental

results are illustrated for various levels of noise introduced to the vertical support excitation.
The observations demonstrate the viability of the pendulum system in emulating a random
excitation, which is similar to that of the sea wave excitation in experimental investigations
of a vertical pendulum. The enhanced version of the experiment apparatus takes advantage of
the rotational actuator and generator to respectively assist the pendulum motion and benefit
from motion itself when it is excited vertically. In addition, the proposed control scheme can
effectively retain the rotational state of the pendulum for all the above cases without suffering
an energy deficit. The energy cost of the control increases with the level of noise introduced to
the vertical excitation.
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In this study, a finite strain formulation of elasto-plasticity without the yield surface is ana-
lyzed. It is found that the presented model allows for a good description of the elasto-plastic
response for many metallic materials. Furthermore, it is noted that the model involving a
limited number of material parameters is able to capture such effects as indefinite elastic
limit, strain hardening, strain softening and the Bauschinger effect. An algorithm for the
evaluation of constants is described and the determined values are given for NC high carbon
tool steel, copper, brass, Inconel alloy, tungsten heavy alloy and aluminum.
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1. Introduction

In continuum mechanics, two main concepts of the plasticity theory can be distinguished, i.e.
flow theories and theories of plasticity without the yield surface, including endochronic plasticity.
The origins of constitutive theories based on the flow rules date back to the mid-19th century.
The fundamentals of plasticity theories not employing the yield surface were formulated much
later (e.g. Ilyushin, 1963; Pipkin and Rivlin, 1965).

The first steps associated with replacing the flow rule and yield criterion-based formulation of
elasto-plasticity with a new one are claimed to Ilyushin (1963) who first introduced the concept
of arc length in the strain space. This approach was later extended by Pipkin and Rivlin (1965)
who developed a novel, general theory of plasticity for the case of finite strains and rotations,
however, without proposing a specific form of the constitutive equation.

The arc length calculated in nine-dimensional finite strain space is the basic concept for
the new formulation of elasto-plasticity. This scalar value is utilized to build a functional of
strain history analogous to the history functional used in the theory of viscoelasticity. Pipkin
and Rivlin (1965) considered the most general form of the strain history functional, which in
practice can be assumed in the form of a hereditary integral, where, instead of time, the arc
length in the strain space is assumed as the variable of integration. For a constitutive theory
constructed in such a manner, the arc length plays the role of an intrinsic time analogously to
the time in the theory of viscoelasticity.

Pipkin and Rivlin (1965) postulated that the arc length should be calculated utilizing a
Pythagorean metric. A different approach was introduced by Valanis (1971a,b) who proposed
using a non-Pythagorean metric for calculation of the arc length in the infinitesimal strain
space and additional multiplication by a scaling function. The plasticity theories which employ
a scaling function in their definition of the intrinsic time are called endochronic (cf. Valanis,
1971b). Such concepts were strongly criticized (e.g. Rivlin, 1981) as nonphysical. Some of the
imperfections of the original endochronic theory were eliminated in a later constitutive model
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(cf. Valanis, 1980). However, this was achieved at the price of splitting the strain tensor into
elastic and plastic components and introducing a yield criterion.

A number of models exist which transfer some concepts of the endochronic formulation to
the flow theory. In particular, the flow rule for kinematic hardening may utilize a hereditary
integral to govern the evolution of the back stress (e.g. Backhaus, 1976). This framework was
further extended to take into account such effects as the memory of maximal prestrain and the
amplitude-dependent hardening in the case of cyclic loadings (cf. Mróz and Rodzik, 1996). The
effective infinitesimal plastic strain is used as the intrinsic time in models of this type.

In the present work, a finite strain formulation of plasticity without the yield surface, pre-
viously introduced by Suchocki (2015), is analyzed upon its ability to capture the inelastic
response of metals. In order to clearly lay out basic theory assumptions, the infinitesimal strain
formulation is described first. Subsequently, the novel finite strain generalization is presented
and examined. It is found that the proposed constitutive model, which involves a very limited
number of material parameters, is not only able to accurately fit the stress-strain data but also
to predict such behavior as indefinite elastic limit, strain hardening, strain softening and the
Bauschinger effect. A numerical algorithm used for the evaluation of the material constants is
described. The model parameters are determined for a variety of metallic materials. Finally, a
parameric study is conducted.

2. Small strain formulation

Below, the basic notions of rate-independent plasticity are discussed in the case of infinitesimal
deformations, cf. Rivlin (1981). The following assumptions have been adopted:

• Only isothermal deformation processes are considered.
• Isotropic materials with elasto-plastic properties are analyzed.
• The volumetric response is purely elastic (Fig. 1a).
• The total shear stress is assumed as a sum of the elastic stress and N rate-independent
stress-like internal state variables (Fig. 1b).

• The internal state variables depend on shear deformation only and are governed by diffe-
rential evolution equations.

Fig. 1. Mechanical scheme of the constitutive model; (a) volumetric response, (b) shear response

The total Cauchy stress tensor σ is a sum of the volumetric stress tensor p1 and the stress
deviator s, i.e.

σ = p1+ s p = Kǫ s = s0 +
N∑

k=1

h̃k s0 = 2Ge (2.1)
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where

ǫ = trε e = ε− 1
3
( trε)1 (2.2)

whereas h̃k (k = 1, 2, . . . , N) are tensorial internal state variables while K and G are the bulk
and shear moduli, respectively. The internal state variable evolution equation is a modification
of the differential equation following from the Maxwell mechanistic model, i.e.

˙̃
hk +

1

D̃kM(|ė|)
h̃k = γk ṡ0 M(|ė|) = ( tr ė2)− 12 k = 1, 2, . . . , N (2.3)

where γk is a dimensionless parameter and the product D̃kM(|ė|) is a rate-dependent relaxation
time. The particular choice of M(|ė|) given by (2.3)2 allows one to eliminate time from the
evolution equation. After inserting Eqs (2.1)4 and (2.3)2 into Eq. (2.3)1 and multiplying it by a
time differential, an incremental equation is obtained

dh̃k +

√
tr de2

D̃k

h̃k = 2γkG de k = 1, 2, . . . , N (2.4)

which states that the evolution of h̃k (k = 1, 2, . . . , N) depends solely on the deformation path
in the strain space and is rate-independent.
An intrinsic time ζ is introduced, cf. Valanis (1971a,b), i.e.

ζ̇ =
1

M(|ė|) ζ(τ) =

τ∫

−∞

dτ ′

M(τ ′)
ζ(t) = z (2.5)

After substituting Eq. (2.3)2 into Eq. (2.5)2

ζ(τ) =

τ∫

−∞

√
de(τ ′) · de(τ ′) (2.6)

It can be seen from (2.6) that the intrinsic time has an interpretation of the arc length in the
deviatoric strain space. Integration of Eq. (2.3)1 yields

h̃k(t) =

z(t)∫

0

γke
−
z−ζ

D̃k
∂s0(ζ)

∂ζ
dζ k = 1, 2, . . . , N (2.7)

which is reminiscent of a similar equation present in both linear and nonlinear viscoelasticity.

3. Finite strain formulation

All the basic assumptions listed in the previous Section apply to the finite strain model aswell.
The total stress S is given as a sum of the volumetric stress Svol0 , elastic isochoric stress S

iso
0 and

the stress-like tensorial state variables H̃k (k = 1, 2, . . . , N), i.e.

S = Svol0 + S
iso
0 +

N∑

k=1

H̃k Svol0 = J
∂U

∂J
C−1 Siso0 = 2J

− 2
3

[∂W
∂C

]
(3.1)

where, C and C are the total and isochoric right Cauchy-Green (C-G) tensors, respectively,
J = detF is the determinant of the deformation gradient tensor F, whereas U = U(J) and



734 C. Suchocki, P. Skoczylas

W = W (Ī1, Ī2) are the elastic stored energy functions with Ī1 and Ī2 being scalar invariants

of C while DEV [•] = [•] − 13([•] ·C)C
−1
. The evolution of internal state variables is governed

by differential equations

˙̃
Hk +

1

D̃kM(|Ċ|)
H̃k = γkṠ

iso
0 k = 1, 2, . . . , N (3.2)

with

M(|Ċ|) = J̄−
1
2
2 J̄2 = tr Ċ

2
(3.3)

This specific choice of M(|Ċ|) ensures that the evolution of H̃k (k = 1, 2, . . . , N) is rate-
independent. Integration of (3.2) yields

H̃k(t) =

z(t)∫

0

γke
−
z−ζ

D̃k
∂Siso0 (ζ)

∂ζ
dζ k = 1, 2, . . . , N (3.4)

where the following equalities are used

ζ̇ =
1

M(|Ċ|)
ζ(τ) =

τ∫

−∞

√
dC(τ ′) · dC(τ ′) ζ(t) = z (3.5)

Equation (3.4) is a special case of the general, functional stress-strain relation formulated by
Pipkin and Rivlin (1965), and the intrinsic time introduced in Eqs (3.5) is a modification of the
fictitious time measure proposed therin.

4. One-dimensional tension-compression

A uniaxial tension along the X1-direction (Fig. 2b) is defined by the following set of equations

x1 = λ1X1 x2 = λX2 x3 = λX3 (4.1)

where the principal stretches λ1 > 1 and λ < 1 for tension, whereas λ1 < 1 and λ > 1 for
compression processes. Applying the boundary condition of the stress-free lateral surface, the
scalar equations can be written as follows

S11 = S
vol
0(11) + S

iso
0(11) +

N∑

k=1

H̃k(11) 0 = Svol0(22) + S
iso
0(22) +

N∑

k=1

H̃k(22) (4.2)

Is is assumed that W (C) =W (Ī1), which yields

Svol0 = JpC
−1 p =

∂U

∂J
Siso0 = 2J

− 2
3
∂W

∂Ī1

(
1− 1
3
I1C

−1
)

(4.3)

In the considered case I1 = λ21 + 2λ
2, which leads to the following formulas for the isochoric

elastic stress components

Siso0(11) =
4

3
J−

2
3
∂W

∂Ī1

[
1−

( λ
λ1

)2]
Siso0(22) = −

1

2

(λ1
λ

)2
Siso0(11) (4.4)
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By utilizing Eq. (4.3)1 in Eqs (4.2), one obtains

S11 = Jp
1

λ21
+ Siso0(11) +

N∑

k=1

H̃k(11) 0 = Jp
1

λ2
+ Siso0(22) +

N∑

k=1

H̃k(22) (4.5)

After eliminating the Jp factor, and using (4.4)2, the following form of the process equation is
found

S11 =
3

2
Siso0(11) +

N∑

k=1

[
H̃k(11) −

( λ
λ1

)2
H̃k(22)

]
(4.6)

In this study, two specific forms of W are considered, i.e. neo-Hooke and the one proposed
by Knowles

W (Ī1) =
µ

2
(Ī1 − 3) W (Ī1) =

µ

2b

{[
1 +

b

κ
(Ī1 − 3)

]κ
− 1

}
(4.7)

with µ, b and κ being the elasticity constants. After inserting (4.7)1 into (4.4)1, the following
formula is found

Siso0(11) =
2

3
J−

2
3µ
[
1−

( λ
λ1

)2]
(4.8)

whereas substituting (4.7)2 into (4.4)1 yields

Siso0(11) =
2

3
J−

2
3µ
[
1 +

b

κ
(Ī1 − 3)

]κ−1[
1−

( λ
λ1

)2]
(4.9)

In the case of material incompressibility J = 1 and λ = λ
− 1
2
1 , whereas Ī1 = I1 = λ1 + 2λ

− 1
2
1 .

Thus, Eqs (4.8) and (4.9) take respectively forms

Siso0(11) =
2

3
µ
(
1− 1

λ31

)
Siso0(11) =

2

3
µ
[
1 +

b

κ
(I1 − 3)

]κ−1(
1− 1

λ31

)
(4.10)

By applying the incompressibility condition to Eq. (4.6), the one-dimensional process equation
is found, i.e.

S11 =
3

2
Siso0(11) +

N∑

k=1

(
H̃k(11) − H̃k(22)

1

λ31

)
(4.11)

whereas the engineering and Cuachy stresses are calculated according to the formulas

T11 = λ1S11 σ11 = λ1T11 (4.12)

Equations (4.10)-(4.12) along with Eq. (4.4)2 and two scalar equations following from Eq.
(3.2) form up a system of nonlinear algebraic and differential equations which can be solved
numerically. It is assumed that the excitation is kinematic with a constant strain rate T , thus,
at the time increment n+ 1

tn+1 = tn +∆t λ1(tn+1) = 1 + Ttn+1

In the case of incompressibility J̄2 = J2 = tr Ċ. Furthermore, an auxiliary quantity is defined as

J̃(tn+1) = J2(tn+1)∆t
2
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Material parameter optimization algorithm

Input: p0, (T̃11)j, wj (j = 1, 2, . . . ,K), N , T̃ , imax, i = 1

1. Calculate the inital value of the weighted error function

F0(p0) =
K∑

j=1

wj
[
(T11(p

0))j − (T̃11)j
]2

2. Assemble the initial matrix of parameter values

M05×(1+2N) =




µ1 γ11 · · · γN1 D̃11 · · · D̃N1

µ2 γ12 · · · γN2 D̃12 · · · D̃N2
...
...
...

...
...

...
...

µ5 γ15 · · · γN5 D̃15 · · · D̃N5




3. Find a parameter combination minimizing the error function

pi =
[
µopt, γopt1 , . . . , γoptN , D̃opt

1 , . . . , D̃opt
N

]T

4. Check the stop criterion, i.e.

∣∣∣F
i(pi)−F i−1(pi−1)
F i−1(pi−1)

∣∣∣ < T̃

5. Assemble the matrix of parameter values for the next iteration

(a) Calculate parameter value increments (k = 1, 2, . . . , N)

∆p =
[
∆µ,∆γ1, . . . ,∆γN ,∆D̃1, . . . ,∆D̃N

]T

∆µ =
|µopt|
5i

∆γk =
|γoptk |
5i

∆D̃k =
|D̃opt

k |
5i

(b) ComputeMi
5×(1+2N) components (k = 1, 2, . . . , 5, l = 1, 2, . . . , 1+2N)

[
Mi
5×(1+2N)

]
kl
=M i

kl = p
i
l +

k − 3
2

∆pl

6. Go to step 3 if i < imax; otherwise display optimal material parameter values

which is determined by the following formula

J̃(tn+1) = 2(T∆t)
2
{2
3

[1
3
(λ41(tn+1) +

2

λ21(tn+1)

)
− 2

](
λ31(tn+1)−

1

λ31(tn+1)

)2

+ 2λ21(tn+1) +
1

λ41(tn+1)

}

According to Eqs (4.10)1 and (4.4)2, the isochoric elastic stresses are given as

Siso0(11)(tn+1) =
2

3
µ
(
1− 1

λ31(tn+1)

)
Siso0(22)(tn+1) = −

1

2
λ31(tn+1)S

iso
0(11)(tn+1)
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The total second P-K stress is calculated using Eq. (4.11), assuming N = 1, i.e.

S11(tn+1) =
3

2
Siso0(11)(tn+1) + H̃1(11)(tn+1)−

1

λ31(tn+1)
H̃1(22)(tn+1)

whereas the internal state variable components are calculated from the following recurrence-
update formulas

H̃1(11)(tn+1) =

(
1− 1

2D̃1J̃
−
1
2 (tn+1)

)
H̃1(11)(tn) + γ1

(
Siso0(11)(tn+1)− Siso0(11)(tn)

)

1 + 1

2D̃1J̃
−
1
2 (tn+1)

H̃1(22)(tn+1) =

(
1− 1

2D̃1J̃
−
1
2 (tn+1)

)
H̃1(22)(tn) + γ1

(
Siso0(22)(tn+1)− Siso0(22)(tn)

)

(
1 + 1

2D̃1J̃
−
1
2 (tn+1)

)

which have been developed utilizing the central difference method.
The given above set of discretized process equations in the form derived for an incompressible

material is utilized within the parameter evaluation algorithm for computation of theoretical
stress values. The assumption of material incompressibility has been adopted for the sake of
simplicity. The relative error in estimation of the stretch ratio in the lateral direction that
results from this assumption does not exceed 2% for the considered class of materials.

5. Experimetal setup

A number of experiments have been performed in order to obtain the data which allowed one to
asses the model’s capability of capturing the mechanical response of metals. The Instron 1115
material testing machine was used for the experiments (Fig. 2a).

Fig. 2. (a) Experimental set-up. (b) Deformation process and coordinate systems. (c) Dogbone
specimens

The conducted tests included one-dimensional tension (Fig. 2b) of copper, Inconel No. 1
(supersaturated), Inconel No. 2 (supersaturated and aged), brass, NC tool steel, aluminum and
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tungsten heavy alloy (THA). In each case, unloading was performed shortly before the failure.
The specimens (Fig. 2c) were machined according to the Polish standard PN-91 H-04310. Each
tension test was repeated for at least three times in order to make sure that the registered
stress-strain curves were reproducible. The specimens were tested at room temperature of 20◦C.

6. Curve fitting

A pattern search algorithm has been used for the evaluation of the model parameters. It is a
modification of the scheme proposed by Zalewski (2009). In each iteration, a matrixMi

5×(1+2N)
containing several sets of material constants is assembled. Every parameter set is subsequently
used to compute theoretical stress values. A combination of constant values pi+1, which results
in the best approximation of the stress-stretch curve, is allowed to proceed to the next iteration
i + 1. The performed calculations have been listed in an outline, which assumed making use
of neo-Hooke stored-energy function. The curve fitting results are presented in Figs. 3 and 4,
whereas the evaluated values of the material parameters are gathered in Table 1.

Table 1. Determined values of material parameters

Material µ [MPa] b [–] κ [–] γ1 [–] D̃1 [–]

copper 367.33 22.41 0.68 132.80 0.0053

Inconel No. 1 1114.68 - - 83.43 0.0034

Inconel No. 2 1152.58 - - 74.12 0.013

brass 681.68 - - 35.67 0.013

steel NC 6 1065.19 - - 47.06 0.0081

aluminum 546.70 - - 30.72 0.0098

THA 1226.94 - - 88.48 0.0060

In each case, a single internal state variable has been assumed. In the case of copper, the
version of the constitutive equation employing the Knowles stored-energy function has been used
in order to reproduce the strain-softening phenomenon (Fig. 3a). For all the remaining metals,
the neo-Hooke function has been utilized.

An excellent agreement between the theoretical and experimental curves has been achieved
for THA (Fig. 4a). In some cases, fitting monotonic stress-stretch data leads to obtaining a
better approximation as it can be seen in the case of brass (Fig. 4b).

7. Parametric studies

Several simulations have been carried out in order to asses the model behavior, its sensitivity
and the influence of the experimental data used for material parameter evaluation.

In Fig. 5a, the results of loading-unloading simulations are presented which have been per-
formed for five different values of the maximum stretch. The material parameter set has been
evaluated from the brass monotonic loading data (model 1). In Fig. 5b, the results of perfor-
ming the same simulations are shown where the set of constants has been determined from the
brass hysteresis data (model 2). In Fig. 5c, the hysteresis loops obtained for the two different
material parameter sets are compared. It can be seen that utilizing the monotonic loading data
for the determination of material constants instead of using the hysteresis data, does not pro-
duce any negative consequences. What is more, an excellent approximation is achieved in the
initial part of the stress-stretch curve (Fig. 4b). In Fig. 5d, the result of one-dimensional, cyclic
loading-unloading simulation is shown (model 1).
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Fig. 3. Fitting of constitutive model predictions to experimental data: (a) copper, (b) Inconel No. 1,
(c) Inconel No. 2, (d) brass, (e) NC steel, (f) aluminum

Fig. 4. Curve fitting results: (a) THA hysteresis data, (b) brass monotonic tension data
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Fig. 5. Results for the brass deformation process simulation; (a) loading-unloading simulations for
model 1, (b) loading-unloading simulations for model 2, (c) comparison of simulation results,
(d) hysteresis loop for brass, (e) cyclic unloading-loading with small stretch amplitude, (f) cyclic

unloading-loading with large stretch amplitude

The response to cyclic loading-unloading stretch histories with a prestrain has been inve-
stigated (model 1). The stretch was monotonically increased to λmax1 = 1.01. Subsequently,
unloading was performed to λmin1 = 1.0097 which was followed by loading until λmax1 [–] was
reached again. The unloading-loading cycle was repeated for 40 times. It can be seen in Fig. 5e
that the unloading slope is larger than in the case of the following reloading, so that the hyste-
resis loop does not form and a stress decrease is observed. This defect is known for the group
of endochronic models and was discussed by Rivlin (1981). The same simulation was repeated
for a larger stretch amplitude, i.e. λmin1 = 1.009 and λmax1 = 1.02 which resulted in formation
of a stress-stretch loop (Fig. 5f). It is concluded that for cyclic loadings with a prestrain, the
model’s applicability is limited to the case of large stress/stretch amplitudes.
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In Fig. 6 the results of two loading-unloading simulations, i.e. in tension and in compression,
are plotted. The material constant values determined for brass (model 1) are utilized. It can be
seen that the material responses in tension and compression are almost the same. What is more,
the Bauschinger effect can be observed.

Fig. 6. Simulation of the Bauschinger effect in brass for tension and compression

Fig. 7. Parametric study results; (a) hysteresis loops for different values of parameter D̃1, (b) hysteresis
loops for different values of the coefficient γ1, (c) the case of a rigid-perfectly plastic solid

The influence of the constant values has been investigated. In Fig. 7a, the uniaxial loading-
-unloading stress-stretch curves obtained for different values of the parameter D̃1 are shown. In
Fig. 7b, the uniaxial loading-unloading curves generated for different values of the coefficient γ1
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are plotted. Some adjustments of the D̃1 value allow one to obtain the response of a rigid-
-perfectly plastic solid (Fig. 7c).

8. Conclusions

In this study, a finite strain formulation of plasticity without a yield surface has been presented
and analyzed. The material parameter values are identified for a number of metallic materials.
A good agreement between the theoretical predictions and the experimental data is achieved.
It is found that the presented model can capture such behavior as indefinite elastic limit, strain
hardening, strain softening and the Bauschinger effect. The model limitations are discussed as
well. The algorithm for material constant evaluation has been presented and a parametric study
conducted.
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Green’s functions for a multifield material subjected to a point heat source are presented
in an explicit analytical form. The study concerns the steady-state thermal loading infi-
nite region, half-space region and two-constituent magneto-electro-thermo-elastic material
region. The new mono-harmonic potential functions, obtained by the author, are used in
the analysis. The elastic displacement, electric potential, magnetic potential and induced by
those coupled multifield physical quantities, caused by internal or external heat sources, are
limited and presented in a very useful form, exactly and explicitly.

Keywords: Green’s functions, point heat source, multifield material, magneto-electro-thermo-
-elastic fundamental solution, multifield composites, exact solution

1. Introduction

The basic solutions, related among others to multifield materials, are Green’s functions, which
were first proposed by George Green in 1828. There are two different analysis processes for solu-
tions in scientific literature. One has focused on the displacement, electric potential and magnetic
potential, constructing equilibrium equations. The second has emphasized equilibrium equations
of stresses, electric displacements and magnetic inductions as well as compatibility equations for
strains. There is Stroh’s formalism (Stroh, 1958) and Lekhnitskii’s approach (Lekhnitskii, 1963),
for example. On the other hand, there are three commonly used methods in analyzing boun-
dary effects: the theoretical solution, numerical solution and the experiment. But, appropriate
Green’s functions for a thermoelastic half-space is a specific task. This is due to the fact that
the fundamental solution for the displacements is not limited at infinity, which is inconsistent
with the mechanical sense. For example, Hou et al. (2008) derived a solution with a logarithmic
singularity in the generalized displacement fields. Thus, the consideration of static equilibrium
of the thermoelastic half-space, a quarter of the space, an octant, a wedge, and a half-wedge
under the action of a unit point (as well as distributed) of the internal heat source and boundary
temperature or heat flux is a special and important task. The importance is dictated by the fact
that the computational scheme of many structural elements is reduced to those volume material
regions.

In the context of multifield materials, the solutions depend on a large number of material
parameters. For magneto-electro-thermo-elastic materials, it is twenty one, making any solu-
tion other than explicit analytical one impractical. The exact formulae, in terms of elementary
functions for multifield materials, are presented in this study. The generalized displacements
have been obtained with an accuracy up to arbitrary constants, which do not affect the value of
stresses. This is the major motivation of the study presented in this paper. Although it sounds
theoretically more reasonable, experiment based verification is still desired. It is mentioned here
that mono-harmonic potential functions can be found in Chen et al. (2004), but some simpler
results, obtained by the author of this paper, are presented for the reader’s convenience.
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The exact solutions related to crack and contact problems of multifield materials were re-
cently presented by Rogowski (2012-2015) for instance.

2. The thermoelastic fundamental solution for magneto-electro-thermo-elastic
multifield materials

2.1. The fundamental equations for a magneto-electro-thermo-elastic medium

We consider an axisymmetric problem. Assume that the field variables are functions of r
and z in the cylindrical coordinate system (r, θ, z). Constitutive equations for a piezoelectric,
piezomagnetic, electromagnetic and thermoelastic material polarized in the positive z-direction
subjected to mechanical, thermal, magnetical and electrical fields can be written, in matrix
representation, as





σr
σθ
σz
σrz




=




c11 c12 c13 0
c12 c11 c13 0
c13 c13 c33 0
0 0 0 c44








ur,r − αrT
ur/r − αrT
uz,z − αzT
ur,z + uz,r




+




0 e31
0 e31
0 e33
e15 0




{
φ,r
φ,z

}
+




0 q31
0 q31
0 q33
q15 0




{
ψ,r
ψ,z

}

{
Dr

Dz

}
=

[
0 0 0 e15
e31 e31 e33 0

]




ur,r + αrT
ur/r + αrT
uz,z + αzT
ur,z + uz,r




−
[
ε11 0
0 ε33

]{
φ,r
φ,z

}
−
[
d11 0
0 d33

]{
ψ,r
ψ,z

}

{
Br
Bz

}
=

[
0 0 0 q15
q31 q31 q33 0

]




ur,r + αrT
ur/r + αrT
uz,z + αzT
ur,z + uz,r




−
[
d11 0
0 d33

]{
φ,r
φ,z

}
−
[
µ11 0
0 µ33

]{
ψ,r
ψ,z

}

(2.1)

where σij , Di, Bi are mechanical stresses, electric displacements and magnetic inductions, re-
spectively; T is a temperature change; c11, c12, c13, c33, c44 denote elastic stiffness; ε11, ε33,
and µ11, µ33 denote dielectric permittivities and magnetic permeabilities, respectively; ekl, qkl
and dll are piezoelectric, piezomagnetic and magnetoelectric coefficients, respectively, and ur, uz
are mechanical displacements, while φ and ψ are electric and magnetic potentials, respectively;
αr and αz are thermal expansion coefficients. The subscripts following a comma denote partial
differentation with respect to the indicated variables. We mention that various uncoupled cases
can be reduced by setting the appropriate coupling coefficients to zero.

The equilibrium equations and the Maxwell equations, in the absence of body forces, electric
and magnetic charge densities are given by

∂σr
∂r
+
∂σrz
∂z
+
σr − σθ

r
= 0

∂σrz
∂r
+
∂σz
∂z
+
σrz
r
= 0

∂Dr

∂r
+
∂Dz

∂z
+
Dr

r
= 0

∂Br
∂r
+
∂Bz
∂z
+
Br
r
= 0

(2.2)

The temperature field in the medium without heat generation in a steady-state is governed by
the following equation

λr
(∂2T
∂r2
+
1

r

∂T

∂r

)
+ λz

∂2T

∂z2
= 0 (2.3)

where λr, λz are coefficients of thermal conductivity. Substituting constitutive equations (2.1)
into equilibrium equations (2.2) yields the basic governing equilibrium equations for the displa-
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cements ur and uz, electric potential φ and magnetic potential ψ as follows

c11B1ur + c44D
2ur + (c13 + c44)D

∂uz
∂r
+ (e15 + e31)D

∂φ

∂r
+ (q15 + q31)D

∂ψ

∂r
− β1

∂T

∂r
= 0

c44B0uz + c33D
2uz + (c13 + c44)D

∂[rur]

r∂r
+ (e15B0 + e33D

2)φ

+ (q15B0 + q33D
2)ψ − β3DT = 0

(e15 + e31)D
∂[rur]

r∂r
+ (e15B0 + e33D

2)uz − (ε11B0 + e33D2)φ

− (d11B0 + d33D2)ψ + p3DT = 0

(q15 + q31)D
∂[rur ]

r∂r
+ (q15B0 + q33D

2)uz − (d11B0 + d33D2)φ

− (µ11B0 + µ33D2)ψ + γ3DT = 0

(2.4)

where the following differential operators have been introduced

Bk =
∂2

∂r2
+
1

r

∂

∂r
− k

r2
k = 0, 1 D =

∂

∂z
D2 =

∂2

∂z2
(2.5)

In addition, βi are the thermal moduli and p3, γ3 are pyroelectric and pyromagnetic constants,
respectively, defined by

β1 = (c11 + c12)αr + c13αz β3 = 2c13αr + c33αz

p3 = 2e31αr + e33αz γ3 = 2q31αr + q33αz
(2.6)

Equations (2.1) to (2.3) contain 13 equations and 13 unknowns. The 13 unknowns are: two
elastic displacements, fourth stresses, two electric displacements and two magnetic inductions,
one electric and one magnetic potential and temperature change of the body. Therefore, the 13
unknowns can be determined by solving the 13 equations (2.1) to (2.3).
The governing equations are generalized equilibrium equations (2.4) and heat conduction

equation (2.3), which induces five unknowns. These are: two displacements, one electric and one
magnetic potential and temperature change of the body.
The transversely isotropic multifield material is characterized by 17 material constants. If

the effect of temperature change is taken into account then also four thermal constants appear
in the analysis.
Based on the method named the Schmidt method (Morse and Feshbach, 1953) the general

solution to the governing equations are obtained by the generalized Almansi theorem.
Then equations (2.4) can be further simplified to

ur(r, z) =
4∑
i=0

α1iλi
∂ϕi
∂r

uz(r, z) =
4∑
i=0

1

λi

∂ϕi
∂z

φ(r, z) = −
4∑
i=0

α3i
λi

∂ϕi
∂z

ψ(r, z) = −
4∑
i=0

α4i
λi

∂ϕi
∂z

T (r, z) =
α00
λ20

∂2ϕ0
∂z2

(2.7)

where

a1i =
a1λ
6
i + b1λ

4
i + c1λ

2
i + d1

a2λ6i + b2λ
4
i + c2λ

2
i + d2

1

λ2i
a3i =

a3λ
6
i + b3λ

4
i + c3λ

2
i + d3

a2λ6i + b2λ
4
i + c2λ

2
i + d2

a4i =
a4λ
6
i + b4λ

4
i + c4λ

2
i + d4

a2λ
6
i + b2λ

4
i + c2λ

2
i + d2

a00 =
aλ80 + bλ

6
0 + cλ

4
0 + dλ

2
0 + e

a2λ
6
0 + b2λ

4
0 + c2λ

2
0 + d2

(2.8)
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where λ20 = λr/λz and λ
2
i are the roots of the following characteristic algebraic equation

aλ8 + bλ6 + cλ4 + dλ2 + e = 0 (2.9)

whose parameters a, b, c, d and e and roots (eigenvalues) λ2i (i = 1, 2, 3, 4) are given in Appen-
dix A.
The mono-harmonic functions satisfy the equations
(
∆+

1

λ2i

∂2

∂z2

)
ϕi(r, z) = 0 i = 0, 1, 2, 3, 4 (2.10)

The parameters a1, b1, c1, d1, b2, c2, d2 and coefficients a3i and a4i, which are defined by the
coefficient a1i, are listed in Appendix A for the reader’s convenience.
The stresses are

σr = −
4∑

i=0

α5i
λi

∂2ϕi
∂z2
− (c11 − c12)

ur
r
− β1T

σθ = −
4∑

i=0

α5i
λi

∂2ϕi
∂z2
− (c11 − c12)

∂ur
∂r
− β1T

σz =
4∑

i=0

α5i
λ3i

∂2ϕi
∂z2
+ λ−20 β1T σzr =

4∑

i=0

α5i
λi

∂2ϕi
∂r∂z

+ λ−20 β1a00
∂2ϕ0
∂r∂z

(2.11)

where

a5i = c11a1i − c13 + e31a3i + q31a4i (2.12)

The components of the electric field vector Er and Ez are

Er = −
∂φ

∂r
=
4∑

i=0

α3i
λi

∂2ϕi
∂r∂z

Ez = −
∂φ

∂z
=
4∑

i=0

α3i
λi

∂2ϕi
∂z2

(2.13)

The electric displacements are

Dr = e15
(∂ur
∂z
+
∂uz
∂r

)
+ ε11Er + d11Hr =

4∑

i=0

a6iλi
∂2ϕi
∂r∂z

Dz = e31
(∂ur
∂r
+
ur
r

)
+ e33

∂uz
∂z
+ ε33Ez + d33Hz + β3T =

4∑

i=0

a6i
λi

∂2ϕi
∂z2

(2.14)

where

a6i = e15a1i +
e15 + ε11a3i + d11a4i

λ2i
(2.15)

The components of the magnetic field vector Hr and Hz are

Hr = −
∂ψ

∂r
=
4∑

i=0

α4i
λi

∂2ϕi
∂r∂z

Hz = −
∂ψ

∂z
=
4∑

i=0

α4i
λi

∂2ϕi
∂z2

(2.16)

The magnetic inductions are

Br = q15
(∂ur
∂z
+
∂uz
∂r

)
+ µ11Hr + d11Er =

4∑

i=0

a7iλi
∂2ϕi
∂r∂z

Bz = q31
(∂ur
∂r
+
ur
r

)
+ q33

∂uz
∂z
+ µ33Hz + d33Ez + γ3T =

4∑

i=0

a7i
λi

∂2ϕi
∂z2

(2.17)

where

a7i = q15a1i +
q15 + µ11a4i + d11a3i

λ2i
(2.18)
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3. Thermal problems for multifield materials

Consider the problem of a point heat source placed within the multifield material. Introduce the
following mono-harmonic functions, which are even functions with respect to the z-coordinate

ϕi(r, zi) = Ai
[
zi arcsin h

(zi
r

)
−Ri

]
zi = λiz Ri =

√
r2 + z2i

i = 0, 1, 2, 3, 4
(3.1)

where Ai are constants to be determined.
The derivatives ϕi are as follows

∂ϕi
∂r
= −Ri

r

∂ϕi
∂zi
= arcsinh

(zi
r

) ∂2ϕi
∂r∂zi

= − zi
rRi

∂2ϕi
∂z2i
=
1

Ri

∂2ϕi
∂r2
=

z2i
r2Ri

∂2ϕi
∂r2
+
1

r

∂ϕi
∂r
+
∂2ϕi
∂z2i
= 0

(3.2)

The physical multifields are as follows

ur = −
∑
Aia1iλi

Ri
r

(uz , φ, ψ) =
∑
Ai(1,−a3i,−a4i) arcsin h

(zi
r

)

T = A0a00
1

R0

∂T

∂z
= −A0a00

λ20z

R30

∂T

∂r
= −A0a00

r

R30

σr = −
∑
Aia5iλi

1

Ri
+ (c11 − c12)

∑
Aia1iλi

Ri
r2
− β1T

σθ = −
∑
Aia5iλi

1

Ri
− (c11 − c12)

∑
Aia1iλi

(Ri
r2
− 1
Ri

)
− β1T

σz =
∑
Ai
a5i
λi

1

Ri
+
β1
λ20
T σzr = −

∑
Aia5i

zi
rRi
− β1
λ0

z

r
T

Er = −
∑
Aia3i

zi
rRi

Ez =
∑
Aia3iλi

1

Ri

Hr = −
∑
Aia4i

zi
rRi

Hz =
∑
Aia4iλi

1

Ri

Dr =
∑
Aia6iλ

2
i

zi
rRi

Dz =
∑
Aia6iλi

1

Ri

Br =
∑
Aia7iλ

2
i

zi
rRi

Bz =
∑
Aia7iλi

1

Ri

(3.3)

where the following abbreviation notation is used
∑
=
∑4
i=0.

Fig. 1. A point heat source 2Q in an infinite multifield material

When we use the physical consideration that the total heat flux transmitted through a
cylinder 0 ¬ z ¬ a, r ¬ b must be equal to a point heat source Q (see Fig. 1), the following
equation can be written
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−2πλz
b∫

0

∂T

∂z
(r, a)r dr − 2πλr

a∫

0

∂T

∂r
(b, z) dz = Q (3.4)

The substitution of Eq(3.3)4,5 and integrations yields

Q

2π
= λzλ

2
0aa00A0

b∫

0

r√
(r2 + λ20a

2)3
dr + λrb

2a00A0

a∫

0

1√
(b2 + λ20z

2)3
dz

= λraa00A0

(
− 1√

r2 + λ20a
2

)∣∣∣∣
b

0

− λra00A0
(
1− z√

b2 + λ20z
2

)∣∣∣∣
a

0

= λra00A0

(
− a√

b2 + λ20a
2
+
1

λ0
+

a√
b2 + λ20a

2

)
= a00A0

√
λrλz

(3.5)

that is

A0 =
Q

2πa00
√
λrλz

(3.6)

Note that in an infinite medium with the point heat source 2Q, the constant A0 assumes the
same value. The temperature and heat fluxes are

T =
Q

2π
√
λrλz

1

R0
λz
∂T

∂z
= − Q
2π

λ0z

R30
λr
∂T

∂r
= − Q
2π

λ0r

R30
(3.7)

Of course

λr
(∂2T
∂r2
+
1

r

∂T

∂r

)
+ λz

∂2T

∂z2
= 0 (3.8)

3.1. The half-space problem

The boundary conditions and the corresponding equations for Ai are

(a) σzr(r, 0) = 0 is identically satisfied

(b) σz(r, 0) = 0
4∑

i=1

Ai
a5i
λi
+

Q

2πλza00

(β1a00
λ0
+ a50

) 1
λ20
= 0

(c) Dz(r, 0) = 0
4∑

i=1

Aia6iλi +
Q

2πλza00
a60 = 0

(d) Bz(r, 0) = 0
4∑

i=1

Aia7iλi +
Q

2πλza00
a70 = 0

(e) ur is finite at r = 0
4∑

i=1

Aia1iλ
2
i +

Q

2πλza00
a10λ0 = 0

(3.9)

Thus, the coupled field in a semi-infinite transversely isotropic multifield material is determined
by solution (3.3) and the following constants Aiλi




A1λ1
A2λ2
A3λ3
A4λ4


 = −

Q

2πλza00




a51
λ21

a52
λ22

a53
λ23

a54
λ24

a61 a62 a63 a64
a71 a72 a73 a74
a11λ1 a12λ2 a13λ3 a14λ4




−1



1

λ20

(β1a00
λ0
+ a50

)

a60
a70
a10λ0




(3.10)
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Generally, the permittivity and permeability of air or vacuum is about 680 and 475 times
smaller, respectively, than that of commercial multifield materials. In reality, Dz and Bz do
not transmit through the free boundary of half-space as assumed in conditions (c) and (d) of
equations (3.9). It can be seen from equations (3.10) and (3.3) that Green’s functions for point
heat sources applied on the boundary of the half-space are expressed exactly and explicitly
in terms of elementary functions. This will be greatly beneficial to the succeeding analysis of
thermoelastic problems of magneto-electro-thermo-elastic materials. Note that the total heat
flux transmitted through the free boundary z = 0 is

Q+ 2πλz

∞∫

0

∂T

∂z
r dr = Q+Q

λ0z

R0

∣∣∣∣
∞

0

= Q−Q = 0 (3.11)

This is a confirmation of the correctness of the obtained result. Note again that

a5i = c11a1i − c13 + e31a3i + q31a4i a6i = e15a1i +
e15 + ε11a3i + d11a4i

λ2i

a7i = q15a1i +
q15 + µ11a4i + d11a3i

λ2i

(3.12)

and a1i, a3i, a4i are defined by equations (3.15), see also very coupled but alternative equations
(A2) and (A3) in Appendix A and equations (3.22) in special cases.

3.2. An infinite body containing a point heat source 2Q

If
4∑

i=0

Aia1iλ
2
i = 0 and

4∑

i=0

Ai(1,−a3i,−a4i) = 0 (3.13)

then the generalized displacements ur, uz, φ and ψ caused by the internal heat source 2Q are
limited, but they cannot be calculated in the neighborhood of the z-axis, that is when r → 0.
The displacements which are obtained with an accuracy up to an arbitrary constant do not
affect the value of stresses. Arbitrary constants can be treated as linear displacements of the
medium as a rigid body in the axial direction without rotation.
The solution to algebraic system of equations (3.13) is



A1
A2
A3
A4


 = −

Q

2πa00
√
λrλz




1 1 1 1
a31 a32 a33 a34
a41 a42 a43 a44
a11λ

2
1 a12λ

2
2 a13λ

2
3 a14λ

2
4




−1 


1
a30
a40
a10λ

2
0


 (3.14)

where the coefficients a1i, a3i, a4i for i = 0, 1, 2, 3, 4 are as follows





a1i
a3i
a4i




=



(e31 + e15)λ

2
i ε11 − ε33λ2i d11 − d33λ2i

(q31 + q15)λ
2
i d11 − d33λ2i µ11 − µ33λ2i

c11 + c13λ
2
i e31 + e33λ

2
i q31 + q33λ

2
i




−1


e33λ
2
i − e15 + p3a00λiδi0

q33λ
2
i − q15 + γ3a00λiδi0

c33λ
2
i + c13 − (β3 + β1λ−2i )a00λiδi0





(3.15)

This is an alternative and simpler form of parameters defined by equations (A2) and (A3).
Note that the units of the elements of the last matrix are for typical multifield materials

[e] = C/m2 [p3] = 10
−6C/(m2K) [a00] = 10

6K [p3a00] = C/m
2

[q] = 102N/(Am) [γ3] = 10
−4N/(AmK) [γ3a00] = 10

2N/(Am)

[c] = 1010N/m2 [β1, β3] = 10
4N/(m2K) [(β1, β3)a00] = 10

10N/m2
(3.16)

with the multiplier ∈ 〈1, 10〉.
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This states that the constituents of the sums are of the same order in each row of the last
matrix in (3.15).
Green’s functions for the internal heat source applied in multifield materials are determi-

ned by equations (3.3), (3.14) and (3.15). All physical components of multifield materials are
expressed in forms of elementary functions. It is very simple and straightforward to give nu-
merical results. The results may help the understanding of behaviour of “smart” devices and
“intelligent” structures made by multifield materials.

3.3. Single phase materials and multifield composite materials

Multifield composite materials usually comprise alternating piezoelectric and piezomagnetic
materials. If the material is piezoelectric then we define the matrix

CE =



(e31 + e15)λ

2
i ε11 − ε33λ2i 0

0 0 −∞
c11 + c13λ

2
i e31 + e33λ

2
i 0


 (3.17)

and its inverse matrix

C−1E =
1

∆E




e31 + e33λ
2
i 0 −(ε11 − ε33λ2i )

−(c11 + c13λ2i ) 0 (e31 + e15)λ
2
i

0 0 0




∆E = (e31 + e15)λ
2
i (e31 + e33λ

2
i )− (c11 + c13λ2i )(ε11 − ε33λ2i )

(3.18)

Of course

CEC
−1
E =



1 0 0
0 1 0
0 0 1


 (3.19)

For piezomagnetic material, it is

CH =




0 −∞ 0
(q31 + q15)λ

2
i 0 µ11 − µ33λ2i

c11 + c13λ
2
i 0 q31 + q33λ

2
i


 (3.20)

Then we obtain

C−1H =
1

∆H



0 q31 + q33λ

2
i −(µ11 − µ33λ2i )

0 0 0
0 −(c11 + c13λ2i ) (q31 + q15)λ

2
i




∆H = (q31 + q15)λ
2
i (q31 + q33λ

2
i )− (c11 + c13λ2i )(µ11 − µ33λ2i )

(3.21)

where CHC
−1
H = I; I is the square unit matrix.

Thus

{
a1i
a3i

}E
=
1

∆E

[
e31 + e33λ

2
i −(ε11 − ε33λ2i )

−(c11 + c13λ2i ) (e31 + e15)λ2i

]{
e33λ

2
i − e15 + p3a00λiδi0

c33λ
2
i + c13 − (β3 + β1λ−2i )a00λiδi0

}

{
a1i
a4i

}H
=
1

∆H

[
q31 + q33λ

2
i −(µ11 − µ33λ2i )

−(c11 + c13λ2i ) (q31 + q15)λ
2
i

]{
q33λ

2
i − q15 + γ3a00λiδi0

c33λ
2
i + c13 − (β3 + β1λ−2i )a00λiδi0

}

(3.22)

respectively for the piezoelectric and piezomagnetic thermoelastic materials.
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Note that for the piezoelectric material is a4i = 0, but a3i defines a7i, that is also Bz by the
electromagnetic constant d11. Similarly is for the piezomagnetic material where a3i = 0, but a4i
defines a6i, that is also Dz as a consequence of the electromagnetic effect (see equations (3.12)).
Fore the two-phase multifield material, the constant A0 will be

A0 =
Q

π
(
a00
√
λrλz + a′00

√
λ′rλ
′
z

) (3.23)

where the material parameter of the second material is denoted by prime.
The inverse matrices are obtained as arithmetically average values in this case. Since the

plane z = 0 is a plane of symmetry (σzr = 0, Hr = 0, Er = 0, uz = 0, φ = 0 and ψ = 0 on this
plane), the solutions may be used for the two-phase multifield composite material.

3.4. Solution for a purely thermoelastic material

For a transversely isotropic thermoelastic medium, the temperature field is the same as that
obtained in Section 3 and described by equations (3.7). The thermoelastic solution for the purely
elastic problem can be easily derived from that of the piezoelectric material (on assumption that
ε11 − ε33λ

2
i → ∞ and e31 = e33 = e15 = 0) or the piezomagnetic material (by assuming

µ11 − µ33λ2i →∞ and q31 = q33 = q15 = 0). Both formulae (3.22) give the same result

a1i =
c33λ

2
i + c13 − (β3 + β1λ−2i )a00λiδi0

c11 + c13λ
2
i

i = 0, 1, 2 (3.24)

and equations (2.12) and (2.8) yield

a5i = c11a1i − c13 a00 =
c44c33(λ

2
0 − λ21)(λ20 − λ22)

β1(c33λ20 − c44)− β3λ20(c13 + c44)
(3.25)

The remaining material parameters a3i, a4i, a6i and a7i vanish.
The constants A1 and A2 are obtained as follows

A1 = −
Qλ1
2πλra00

(
β1a00
λ0
+ a50

)
a12λ

3
2 − a10a52λ30

a51a12λ32 − a52a11λ31

A2 =
Qλ2
2πλra00

(
β1a00
λ0
+ a50

)
a11λ

3
1 − a10a51λ30

a51a12λ32 − a52a11λ31

(3.26)

for the half-space problem and

A1 = −
Q

2πa00
√
λrλz

a12λ
2
2 − a10λ20

a12λ22 − a11λ21
A2 =

Q

2πa00
√
λrλz

a11λ
2
1 − a10λ20

a12λ22 − a11λ21
(3.27)

for an infinite body.
The parameters λ1 and λ2 are the roots of the following equation

c33c44λ
4 − [c11c33 − c13(c13 + 2c44)]λ2 + c11c44 = 0 (3.28)

These parameters are the eigenvalues of the transversely isotropic material.
By defining

α =

√
c11c33 − c13(2c44 + c13) + 2c44

√
c11c33

c33c44

β =

√
c11c33 − c13(2c44 + c13)− 2c44

√
c11c33

c33c44

(3.29)
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the eigenvalues λ1 and λ2 can be written as

λ1 =
1

2
(α+ β) λ2 =

1

2
(α− β) (3.30)

It is noted that λ1 and λ2 can be either two positive real numbers or complex conjugate with
a positive real part. In other words, α = λ1+λ2 and it is always real. The results are valid even
for the degenerate case of β = λ1 − λ2 = 0, including the isotropic material where λ1 = λ2 = 1.
In this case, the limiting calculations with the use of de l’Hospital’s rule give the solution.

4. Conclusions

• In comparison with the traditional methods applied to the solution of boundary value
problems of thermoelasticity, in the proposed method, there is no need to solve boundary
value problems of heat conduction for preliminary determination of the temperature field
(the first stage of solving the problem) and then to solve the equations of thermoelasticity
(the second stage of solving the problem).

• Green’s functions for the half-space, infinite space made by multifield materials are obta-
ined in an exact analytical form; the solutions are regular.

• For the temperature and heat flux applied along the circumference on an arbitrary plane,
the thermal loading conditions may be written by means of the Dirac delta function. Then
integration and/or superposition of Green’s functions gives the multi-field result.

Appendix A. The material coefficients for mulifield materials

A1. The material parameters in characteristic equation (2.9) are as follows

a = c44[µ33e
2
33 + ε33q

2
33 + c33µ33ε33 − d33(c33d33 + 2e33q33)]

b = µ33{(e31 + e15)[2c13e33 − c33(e31 + e15)] + 2c44e33e31 − c11e233 − c33c44ε11}
+ ε33{(q31 + q15)[2c13q33 − c33(q31 + q15)] + 2c44q33q31 − c11q233 − c33c44µ11}
− µ33ε33c̃2 − (e31 + e15)2q233 − (q31 + q15)2e233 − c44µ11e233 − c44ε11q233
+ 2e33q33(q31 + q15)(e31 + e15) + d

2
33c̃
2 + 2c33d33(e31 + e15)(q31 + q15)

+ 2c44c33d11d33 + 2e33q33(c44d11 + c11d33)− 2d33(c13 + c44)[e33(q31 + q15)
+ q33(e31 + e15)]

c = µ33{2e15[c11e33 − c13(e31 + e15)] + c44e231 + ε11c̃2}
+ ε33{2q15[c11q33 − c13(q31 + q15)] + c44q231 + µ11c̃2}
+ c33c44µ11ε11 + c11c44µ33ε33 + 2(c13 + c44)(q31 + q15)(d11e33 + d33e15 − q33ε11)
+ 2(c13 + c44)(e31 + e15)(d11q33 + d33q15 − e33µ11)
+ (q31 + q15)

2(c33ε11 + 2e33e15) + (e31 + e15)
2(c33µ11 + 2q33q15)

− 2(q31 + q15)(e31 + e15)(e33q15 + q33e15 + c33d11 + c44d33)
− 2c11d33(e33q15 + q33e15)− 2c44d11(q33e15 + e33q15)
− 2c11d11q33e33 − 2c44d33q15e15 + 2c44q15q33ε11
+ 2c44e15e33µ11 + c11q

2
33ε11 + c11e

2
33µ11 − 2c̃2d33d11 − c11c44d233 − c44c33d211
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d = −c11µ33(c44ε11 + e215)− c11ε33(c44µ11 + q215)− c44(e231µ11 + q231ε11)− e231q215 − q231e215
− µ11ε11c̃2 + d11c̃2 + 2c11c44d11d33 + 2c13q15q31ε11 + 2c13e15e31µ11 − 2c11q15q33ε11
− 2c11e15e33µ11 + 2c13q215ε11 + 2c13e215µ11 + 2e31e15q31q15 + 2c11e15q15d33
+ d11[−2c13e15(q15 + q31)− 2c13q15(e15 + e31)] + d11[2c11(e15q33 + q15e33) + 2c44e31q31]

e = c11[µ11e
2
15 + ε11q

2
15 + c44ε11µ11 − d11(c44d11 + 2e15q15)]

c̃2 = c11c33 − c13(c13 + 2c44)
A2. The parameters a1, b1, c1, d1, and a2, b2, c2, d2 in Eq. (2.8) are

a1 = β1[c33(ε33µ33 − d233) + µ33e233 + ε33q233 − 2e33d33q33] + β3[−(c13 + c44)(ε33µ33 − d233)
− (e31 + e15)(µ33e33 − d33q33)− (q31 + q15)(q33ε33 − d33e33)]
+ γ3[−(c13 + c44)(d33e33 − q33ε33) + (e31 + e15)(d33c33 + q33e33)
− (q31 + q15)(c33ε33 + e233)] + p3[−(c13 + c44)(d33q33 − e33µ33)
+ (q31 + q15)(d33c33 + q33e33)− (e31 + e15)(c33µ33 + q233)]

b1 = β1[c33(2d11d33 − ε33µ11 − µ33ε11) + c44(d233 − ε33µ33)− ε11q233 − µ11e233
+ 2d33(e33q15 + q33e15) + 2d11e33q33 − 2q15q33ε33 − 2e15e33µ33]
+ β3[−(c13 + c44)(2d11d33 − ε33µ11 − µ33ε11)
+ (q13 + q15)(q15ε33 + q33ε15 − d11e33 − d33e15)
+ (e31 + e15)(e15µ33 + e33µ11 − d11q33 − d11q15)]
+ γ3[(c13 + c44)(d11e33 + d33e15 − q15ε33 − q33ε11)
− (e31 + e15)(c44d33 + c33d11 + q15e33 + e15q33) + (q31 + q15)(c44ε33 + c33ε11 + 2e15e33)]
+ p3[(c13 + c44)(d11q33 + d33q15 − e15µ33 − e33µ11)
− (q31 + q15)(c44d33 + c33d11 + q15e33 + e15q33) + (e31 + e15)(c44µ33 + c33µ11 + 2q15q33)]

c1 = β1[c44(ε11µ33 + ε33µ11 − 2d11d33) + c33(ε11µ11 − d211) + ε33q215 + µ33e215
− 2d11(e15q33 + q15e33) + 2q15q33ε11 + 2µ11e15e33]
+ β3[(c13 + c44)(d

2
11 − ε11µ11)− (e31 + e15)(µ11e15 − d11q15)

− (q31 + q15)(ε11q15 − d11e15)] + γ3[(c13 + c44)(q15ε11 − e15d11)
+ (e31 + e15)(d11c44 + q15e15)− (q31 + q15)(c44ε11 + e215)]
+ p3[(c13 + c44)(e15µ11 − q15d11)
+ (q31 + q15)(d11c44 + q15e15)− (e31 + e15)(c44µ11 + q215)]

d1 = −β1[c44(ε11µ11 − d211) + µ11e215 + ε11q215 − 2e15q15d11]
a2 = c44[β3(ε33µ33 − d233) + γ3(d33e33 + q33ε33) + p3(d33q33 − e33µ33)]
b2 = β1[(c13 + c44)(ε33µ33 − d233)− (e31 + e15)(d33q33 − µ33e33)
− (q31 + q15)(d33e33 − ε33q33)]− β3[c11(ε33µ33 + d233)
+ c44(µ11ε33 + µ33ε11)− 2(q31 + q15)(e31 + e15)d33 + (q31 + q15)2ε33 + (e31 + e15)2µ33]
− γ3[c11(d33e33 − q33ε33) + c44(d11e33 + d33e15 − q15ε33 − q33ε11)
− (c13 + c44)d33(e31 + e15)− q33(e31 + e15)2 + ε33(q31 + q15)(c13 + c44)
+ e33(q31 + q15)(e31 + e15)]− p3[c11(d33q33 − e33µ33)
+ c44(d11q33 + d33q15 − e15µ33 − e33µ11)− (c13 + c44)d33(q31 + q15)
− e33(q31 + q15)2 + µ33(e31 + e15)(c13 + c44) + q33(q31 + q15)(e31 + e15)]
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c2 = β1[−(c13 + c44)(ε11µ33 + ε33µ11) + (e31 + e15)(d11q33 + d33q15)
+ (q31 + q15)(d11e33 + d33e15)− (q31 + q15)(q15ε33 + q33ε11)
− (e31 + e15)(e15µ33 + e33µ11) + 2(c13 + c44)d11d33] + β3[c44(ε11µ11 + d211)
+ c11(µ11ε33 + µ33ε11) + µ11(e31 + e15)

2 + ε11(q31 + q15)
2 − 2(e31 + e15)(q31 + q15)d11]

− γ3[c44(q15ε11 − e15d11) + (e31 + e15)((c13 + c44)d11 + (e31 + e15)q15)
− (q31 + q15)((c13 + c44)ε11 + (e31 + e15)e15)− c11(d11e33 + e15d33 − ε11q33 − ε33q15)]
− p3[c44(e15µ11 − q15d11) + (q31 + q15)((c13 + c44)d11 + (q31 + q15)e15)
− (e31 + e15)((c13 + c44)µ11 + (q31 + q15)q15)− c11(d11q33 + q15d33 − µ11e33 − µ33e15)]

d2 = β1[(c13 + c44)ε11µ11 − (e31 + e15)d11q15 − (q31 + q15)d11e15 + (q31 + q15)q15ε11
+ (e31 + e15)µ11e15 − (c13 + c44)d211]− β3[c11(ε11µ11 − d211)]− γ3[c11(e15d11 − q15ε11)]
− p3[c11(q15d11 − e15µ11)]

A3. The parameters a3i and a4i in Eq. (2.8) are defined by the parameter a1i as follows

a3i =
{
{β1[(e31 + e15)(q33λ2i − q15)− (c13 + c44)(d11 − d33λ2i )]

+ β3[(e31 + e15)(q31 + q15)λi + (c44λ
2
i − c11)(d11 − d33λ2i )]

+ p3[λi(c13 + c44)(q31 + q15) + (c44λ
2
i − c11)(q33λ2i − q15)]}a1iλi

+ β1[(c33λ
2
i − c44)(d11 − d33λ2i )− (q33λ2i − q15)(e33λ2i − e15)]

+ β3λi[(c13 + c44)(d11 − d33λ2i )− (q31 + q15)(e33λ2i − e15)]

+ p3λi[(c13 + c44)(q33λ
2
i − q15)− (q31 + q15)(c33λ2i − c44)]

}

· {p3λi[(e31 + e15)(q33λ2i − q15)− (q31 + q15)(e33λ2i − e15)]
+ β1[(e33λ

2
i − e15)(d11 − d33λ2i )− (q33λ2i − q15)(ε11 − ε33λ2i )]

+ β3λi[(e31 + e15)(d11 − d33λ2i )− (q31 + q15)(ε11 − ε33λ2i )]}−1

a4i = −
{
{β1[(e31 + e15)(e33λ2i − e15)− (c13 + c44)(ε11 − ε33λ2i )]

+ β3[(e31 + e15)
2λi + (c44λ

2
i − c11)(ε11 − ε33λ2i )]

+ p3[λi(c13 + c44)(e31 + e15) + (c44λ
2
i − c11)(e33λ2i − e15)]}a1iλi

+ β1[(c33λ
2
i − c44)(ε11 − ε33λ2i )− (e33λ2i − e15)2]

+ β3λi[(c13 + c44)(ε11 − ε33λ2i )− (e31 + e15)(e33λ2i − e15)]

+ p3λi[(c13 + c44)(e33λ
2
i − e15)− (e31 + e15)(c33λ2i − c44)]

}

· {p3λi[(e31 + e15)(q33λ2i − q15)− (q31 + q15)(e33λ2i − e15)]
+ β1[(e33λ

2
i − e15)(d11 − d33λ2i )− (q33λ2i − q15)(ε11 − ε33λ2i )]

+ β3λi[(e31 + e15)(d11 − d33λ2i )− (q31 + q15)(ε11 − ε33λ2i )]}−1

A4. The roots of characteristic equation (2.9) are presented by the formulae (eigenvalues of
multifield materials)

λ21 = −
b

4a
− 1
2

√
R5 +R6 −

1

2

√
2R5 −R6 +

1

4

R7√
R5 +R6

λ22 = −
b

4a
− 1
2

√
R5 +R6 +

1

2

√
2R5 −R6 +

1

4

R7√
R5 +R6
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λ23 = −
b

4a
+
1

2

√
R5 +R6 −

1

2

√
2R5 −R6 −

1

4

R7√
R5 +R6

λ24 = −
b

4a
+
1

2

√
R5 +R6 +

1

2

√
2R5 −R6 −

1

4

R7√
R5 +R6

where

R1 = 2c
3 − 9bcd + 27ad2 + 27b2e− 72ace R2 = c

2 − 3bd+ 12ae

R3 =
√
R21 − 4R32 R4 =

3

√
1

2
(R1 +R3)

R5 =
b2

4a2
− 2c
3a

R6 =
R2
3aR4

+
R4
3a

R7 =
b3

a3
− 4bc

a2
+
8d

a
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The method and the mechatronic system of active control of the dynamic spatial positio-
ning of the executive body of a parallel kinematics machine tool are proposed. By means
of geometric modeling, the basic analytical relations that characterize the interconnection
between the rods of the mechatronic control system and the power rods of the parallel kine-
matics machine tool are calculated. The analytical dependencies that characterize errors of
the spatial position of the executive body of the parallel kinematics machine tool are set out.
The prototype of the mechatronic system of active control of the dynamic spatial position of
the executive body of the parallel kinematics machine tool has been manufactured and its
presetting and viability checking made. The special equipment to control the exact position
of the tool of the parallel kinematics machine tool when it comes to the position is proposed.

Keywords: parallel kinematics machine tool, accuracy, mechatronics, calibration

1. Introduction

Parallel kinematics machine tools are progressive manufacturing equipment. The main advanta-
ges of parallel kinematic machine tools are low material and energy intensity (Weck and Staimer,
2000). But as a result, there is a decrease in stiffness of the machine tool bearing system and,
therefore, low accuracy and poor dynamic characteristics of engines (Strutinsky, 2012). Briot
and Bonev (2007) stated theoretically that parallel robots are more accurate than serial ones,
but in practice small errors in the drive system of 6 rods can cause the significant errors in the
executive body location and its movement trajectory. Therefore, one of the efforts to increase the
accuracy of parallel kinematics machine tools and robots can be their structural improvement.
Nowadays, there are a significant number of investigations that are dedicated to the structural
improvement of parallel kinematics machine tools (Dindorf and Laski, 2010; Guan, 2012; Huang,
2010).

Though there is a lot of designs of parallel kinematics machine tools and robots, the actu-
al problem is still to achieve their high parameters of the kinematic and, especially, dynamic
accuracy (Pandilov and Dukovski, 2012). The problem of the position accuracy of planar kine-
matically redundant parallel robots was considered in details in (Kotlarski et al., 2012). It was
proposed to use the optimization of the redundant actuator position in a discrete manner. The
authors used several exemplarily chosen trajectories on which they showed the improvement
in terms of the accuracy of that planar kinematically redundant parallel mechanism. To some
extent, those methods can be extrapolated to the spatial parallel kinematics mechanism.

On the other hand, the improved accuracy of spatial parallel kinematics machine tools is
usually held by means of periodical calibration (Ibaraki et al., 2004; Joubair et al., 2014; Wu et
al., 2014). The perspective concept of calibrating the parallel kinematics machine using an exte-
roceptive sensor-camera, which is measuring the end-effector position was discussed by Andreff
and Martinet (2009). The methodology offered by the authors was based on using an inverted
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camera projection model which reduced the number of kinematic parameters to identify. There
is another interesting research work (Szatmári, 2007), in which the author made the accuracy
test of a hexapod-type machine tool by means of the laser interferometer which was used to take
bidirectional repeated measurements along X and Y axes. The results showed that the accuracy
of motion of the hexapod mechanism was rather poor, but the repeatability of the measurements
was very accurate. So, as the errors have a systematic character, the promising way to improve
the accuracy of parallel kinematics machine tools and robots is to correct these errors through
the controller, on the CNC level.

All these developments do not provide full improvement of the accuracy of parallel kinematics
machine tools especially during processing of a workpiece. But they show a promising direction
to increase the accuracy of parallel kinematics machine tools, which is the introduction of a
closed loop measuring system providing the possibility of correcting control signals for actuators
and, accordingly, improving the accuracy of such machines during processing.

The main objective of this work is to develop a method to improve the accuracy of parallel
kinematics machine tools through implementation of an active control system of the dynamic
spatial position of its platform on which the tool is mounted. In order to achieve this goal,
analytical dependencies that determine the regularity of work of the active control system of
the dynamic spatial position of the tool will be discussed. The dependencies between lengths of
the rods of the proposed measuring mechanism and the parallel kinematics machine tool rods as
well as analytical dependencies relating small displacements of the executive body and lengths
of the rods will be set. The prototype of the proposed system is described. It is shown that
an additional calibration error in the output tool position of the executive body of the parallel
kinematics machine tool should be taken into account. Therefore, the construction of special
equipment to track these errors periodically is offered.

2. The method and the mechatronic system for active control of dynamic spatial
positioning of the tool in a parallel kinematics machine tool

The parallel kinematics machine tool is based on the mechanism of a hexapod type and has six
rods of variable lengths L1, . . . , L6, which are connected with the mobile executive body PL,
where tool I which is designed to handle the contoured surface of the workpiece D is mounted
(Fig. 1).

The machine tool has a base with two power belts H1 and H2. The hinged support rods of
variable length are mounted on this base.

The tool moves along a complex trajectory, thus changing its transverse angular position in
the process of machining of the workpiece. Changing the spatial position of the executive body is
achieved by changing the length of the rods of the machine tool. The terms of the executive body
in space are determined by its translational displacement of some point (pole) and transverse
angular position of the executive body relative to the pole.

Assume some center point p of the tool as a pole. Therefore, the law of the tool movement
will be described by the trajectory of the pole and current Euler angles that define the angular
position of the tool at each point of the trajectory. The Euler-Krylov angles ψ, θ, ϕ which define
the rotation angles of the executive body relative to axes Ox, Oy and Oz are assumed (see
Fig. 1). The position of the tool will be defined as a vector which has six components. Three of
them are linear coordinates (set of linear movements x, y, z) of the tool, and three rotational
(angular values ψ, θ, ϕ). Accordingly, the position of each point U of the executive body is
characterized by the relevant vector which has been defined in space of 6 dimensions.

Using the injected vector has a certain inconvenience caused by heterogeneity of its compo-
nents. Therefore, it is proposed to use a modified vector, which differs by angular values brought
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Fig. 1. The scheme of the parallel kinematics machine tool with a mechatronic system of active control
of dynamic spatial positioning of the tool

in line. Taking this into count, the parameter vector that defines the position of the point U can
be written as

XU = [x, y, z,mψψ,mθθ,mϕϕ]
T (2.1)

where mψ, mθ, mϕ are scale factors with the coordinates dimension.
In general, the vector that defines the position of the point U , can be written as

X = [xi] i = 1, 2, . . . , 6 (2.2)

where xi is the corresponding component of the vector.
In the process of programming of the law of motion for a parallel kinematics machine tool,

the changes in the time t component of the vector X are set as

X1 = [xi(t)] (2.3)

As a result of solution of the inverse problem, the kinematics vector of l-coordinates is
calculated.
The resulting vector of l-coordinates is presented in the form

L = [lj ] j = 1, 2, . . . , 6 (2.4)

The vector components given as functions of time are

li = li(t) (2.5)

Necessary laws for l-coordinates changes are implemented by the drives. As a result of changes
of lengths of the rods, the executive body of the machine tool is positioned in the appropriate
position, which is characterized by the vector X.
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The accuracy of the executive body setting in the required position is determined by the
vector of errors

δxi = X0 −XU (2.6)

whereX0 is a vector describing the desired position that has been set in the CNC system and
XU is the vector describing the actual position of the executive body of the parallel kinematics
machine tool.
The vector δxi depends on numerous random factors. Defining of the vector of errors as

a function of time is a task of the mechatronic system of active control of dynamic spatial
positioning of the executive body of the parallel kinematics machine tool.
The developed method and the mechatronic system of active control of dynamic spatial

positioning of the tool is based on making use of an additional parallel kinematics mechanism
which has six measuring rods of variable length V1, . . . , V6, connecting with the executive body
with power belt H3 which is rigidly connected with power belts H1 and H2. The measuring
rods have sensors that record changes in lengths of the rods. If one changes the x-coordinate
according to relationship (2.3), the length of the rods is changing and, therefore, the vector

V = [vj ] j = 1, 2, . . . , 6 (2.7)

According to these values, the executive body positioning error is defined by formula (2.6).

3. Basic analytical dependencies characterizing the consistent pattern of
the active control system

The l-coordinates vector is functionally dependent on the vector of input parameters Xi. This
dependence is nonlinear and, in general, can be written as

L = F(X) (3.1)

where F(X) is a vector whose components in general can describe the dependences for the
l-coordinates of the components of the vector of input parameters and time

F(x) = [lj([xi], t)] j = 1, 2, . . . , 6 (3.2)

V is the vector of coordinates and also depends on the vector of input parameters xi according
to the equation

V = F1(X) (3.3)

where F1(x) = [vj([xi], t)], j = 1, 2, . . . , 6.
By combining dependencies (3.2) and (3.3), we can get a relationship between the

l-coordinates and v-coordinates of our machine tool in the form

V = Φ(L) (3.4)

Dependency (3.4) can be applied only to a specific law of the executive body movement set in
form (2.4).
To study the patterns of communication of the v-coordinates and l-coordinates, the inherent

law of the executive body movement corresponding to the processing of a convex surface of an
ellipsoid type is chosen (Fig. 2).
The tool moves along a curved trajectory when processing the convex surface (Fig. 3).

Let us assume the shape of the selected area as a trajectory of an arc of a circle with radius
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Fig. 2. Relationship between infinitesimal changes of x-coordinate, l- and v-coordinates

Fig. 3. The scheme of configuration changes of the parallel kinematics machine tool when processing
a convex surface of an ellipsoid type

R(x = 0, θ = 0, ϕ = 0). By means of geometric modeling in Autodesk Inventor, length of each
rod of the machine tool for the fixed values of the rotation angle ψ is defined

ψ =




−20
−15
−10
−5
0
5
10
15
20




L1 =




1159.303
1144.890
1132.842
1123.325
1116.476
1112.392
1111.135
1112.724
1117.134




V1 =




790.070
746.319
707.831
675.820
649.946
635.945
629.925
633.758
647.239




· · ·

L6 =




1175.619
1157.885
1141.988
1128.125
1116.476
1107.196
1100.416
1096.231
1094.703




V6 =




784.250
742.082
705.212
674.808
649.946
637.841
632.962
637.633
651.613




The resulting point values of the rods lengths are smoothed by cubic splines (Fig. 4).
Analyzing the graphs, we can see that the laws for the rods lengths of the machine tool and

for the measuring rods are similar.
During the researches, the correlation between the power rods length of the machine tool and

the measuring rods of the additional mechatronic mechanism was defined (Fig. 5). This relation-
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Fig. 4. The dependence between length of the rod and the angular distance while moving the tool along
a convex surface such as an ellipsoid with radius of curvature R = 200mm

Fig. 5. The relationship between length of the rods of an additional mechanism and length ov the rods
of the parallel kinematics machine tool

ship can be described by ambiguous dependencies with extremes. The presence of complex and
ambiguous relationships of parameters requires a specific approach to determine the functional
dependence for v-coordinates of l-coordinates. It is proposed to find these dependencies based
on small increments of coordinates as shown below.

Let us define the relationship between infinitesimal changes of x-coordinates and
l-coordinates. Each component of the vector L is a coordinate of a function type of 6 varia-
bles which are the x-coordinates. Using differentiation functions of several variables, we can find
the vector of differentials of the l-coordinates

[dlj ] =
6∑

i=1

∂lj
∂xi

dxi j = 1, 2, . . . , 6 (3.5)

where dlj is a differential of the j-th l-coordinate.

All values that are dependent allow direct calculation. As a result, the partial derivatives
∂lj/∂xi are found.

Now we can write down equation (3.5) in a matrix-vector form

dL =M dX (3.6)
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where the matrix M has relevant partial derivatives of the l-coordinate of the x-coordinates

M =




m11 · · · m16
m21 · · · m26
...

...
...

m61 · · · m66




mji =
∂lj
∂xi

(3.7)

If during solving all the input parameters are specified as functions of time t, then the components
of the matrix can be found as differentials of a complex function

mji =
∂lj
∂t

∂t

∂xi
=
∂lj
∂t
\∂xi
∂t

(3.8)

During computing, it is possible that singularities may occur due to the advent of the com-
ponent matrix mji = 0 or mji =∞. One reason for this phenomenon may be the condition

∂xi
∂t
=

{
0

∞
∨ ∂li

∂t
=

{
0

∞
(3.9)

These particular cases should be analyzed in the solution process of the direct kinematics pro-
blem.
Similarly, the dependence of the v-coordinates changes in the x-coordinate is determined

dV = Q dX (3.10)

where the matrix Q has components of relevant partial derivatives of the v-coordinates for the
x-coordinates

Q =




q11 · · · q16
q21 · · · q26
...
...
...

q61 · · · q66




qji =
∂vj
∂xi

(3.11)

During the first phase of research, we confine ourselves to the case of the absence of infinite
values of the matrices M and Q.
For the average position of the executive body (ψ = 0◦), the components of matrixM and Q

are calculated. For example, for the matrix M at this point, we have

M =




−3.761 −2.096 24.750 4.889 2.849 1.941
−1.584 −0.883 10.424 2.059 1.200 0.818
1.375 0.766 −9.047 −1.787 −1.041 −0.710
1.877 1.046 −12.355 −2.441 −1.422 −0.969
1.957 1.090 −12.880 −2.544 −1.482 −1.010
−2.369 −1.320 15.591 3.080 1.795 1.223




(3.12)

Resulting matrix (3.12) is singular. Its determinant is zero and rank is one. This also applies to
the matrix Q.
Let us solve the equation that relates the differential of the x-coordinates and the

l-coordinates. To do this, we define the differential of each x-coordinate as a function of 6 varia-
bles of the l-coordinates

[dxi] =
6∑

j=1

∂xi
∂lj

dlj (3.13)
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Note that

∂xi
∂lj
=
∂xi
∂t
\∂lj
∂t
=

1
∂lj
∂t \

∂xi
∂t

=
1

mji
=
∂lj
∂t

∂t

∂xi
=
∂lj
∂t
\∂xi
∂t

(3.14)

Hence, the ratios are defined by means of components of the matrix M, and it is an inverse to
them. Herewith

dX = N dL (3.15)

where N is a transpose matrix whose components are the components of the inverse matrixM.
Thus the differential of the x-coordinates can be expressed by differentials of the l-coordinates
by the formulas

dxi =
6∑

j=1

njidlj (3.16)

where nji = 1/mji.
Similarly, a link of the x-coordinates and the v-coordinates can be found out

dX = P dV (3.17)

In a index form

dxi =
6∑

j=1

pjidvj (3.18)

where the components of the matrix P are defined as pji = 1/gji.

Combining matrix vector eautions (3.15) and (3.17), we can define

N dL = P dV (3.19)

In the index form

6∑

j=1

njidlj =
6∑

j=1

pjidvj (3.20)

Formula (3.20) establishes a synonymous dependence of the l-coordinate and the v-coordinates.

Moving from the differentials dxi and dlj to the end increments of the corresponding values,
we get

δxli =
6∑

j=1

njiδlj (3.21)

The elements of P and N matrix establish a connection of two groups of changes of the
physical coordinates. They allow us to establish a relationship for coordinate changes.
Equation (3.21) determines changes in the spatial position of the machine tool according to

the l-coordinates changes.

Similarly, the x-coordinate by changes in the v-coordinates can be determined

dxvi =
6∑

j=1

pjidvj (3.22)
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Equation (3.22) establishes the repositioning changes of the tool after measuring the
v-coordinates. The spatial position errors of the tool can be find as the difference of the vectors

[∆i] = [δx
l
i]− [δxvi ] (3.23)

The errors are calculated in a fixed position around the executive body, which is defined by
the vector X0 and its corresponding vectors L0 and V0.
The vectors L0 and V0 depend on the x-coordinate and are set by formulas (3.1) and (3.4).

Thus, there is an error in the output tool position which is defined by formula (2.6). To improve
the accuracy of the calculation of changes in the spatial position of the tool by formula (3.33), it
is proposed to conduct periodic adjustment of this dependency by experimental measurements
of the exact position of the tool. To do this, the measurements of the exact position of the
tool are done in a number of points k = 1, 2, . . . ,K. The actual position errors of the tool are
identified by formula (2.6). The resulting array of errors

[δxki ] i = 1, 2, . . . , 6 k = 1, 2, . . . ,K (3.24)

is smoothed within the workspace which enables obtaining continuous values of the vector of
errors [δxki ]. The actual spatial position errors are modified by equation (3.33) and are

[∆i] = [δx
l
i]− [δxvi ]− [δxci ] (3.25)

4. Structural implementation of the mechatronic active control system

The improved accuracy and stability of the parallel kinematics machine is achieved by correction
of control laws, which is realized directly in the CNC system. To achieve this goal, the measu-
rements of the actual spatial position of the tool is made. The measurements are made by the
mechatronic system of active control of dynamic spatial positioning of the tool. Its constructive
implementation corresponds to the scheme shown in Fig. 1.
The system of active control has been implemented as a prototype. The executive body of the

machine P moves in space by six rods of variable length Li and six measuring rods Vi (Fig. 6).

Fig. 6. Structural implementation of the mechatronic system of active control of dynamic spatial
positioning of the tool of the parallel kinematics machine

To implement the active control of spatial positioning of the tool, an additional mechatronic
mechanism with six measuring rods V has been made. The basis of the measuring rod is linear
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potentiometric displacement sensor PC-M-200. The voltage obtained from the sensor are handled
by the analog-to-digital converter (ADC) M-DAQ14 which sends the obtained data to a personal
computer for further analysis and processing. To convert an analog signal into a discrete one and
display it on a virtual oscilloscope in LabView environment has been developed. Block Diagram
and the User Interface of developed VI are shown in Figs. 7a and 7b, respectively.

Fig. 7. The developed LabView VI: (a) user interface; (b) Block Diagram to display and record the data
from ADC during measurements with the linear displacement sensor

In Waveform Graph 1 (Fig. 7a) voltage changes in the received signal at the time interval
0.08 s is displayed. Based on these values, we can control the level of noise and the accuracy of
the measurements. The boxes of Waveform Chart 2, 3 present the voltage value received from
the sensor and the linear displacement throughout the spectrum of measurements, respectively.
Element 4 displays numerical values of the elongation of the sensor. In box 5, we can adjust
the measuring range: ±1.25V, ±2.5V, ±5V and ±10V and set the mode for measurement and
ADC channels from which the voltage value is received. The range of the data processed by
ADC is set box 6. The frequency of analog signal 7 can be set in the range up to 20000Hz.
Pressing «Stop» 8 completes the program display and record the data in the .xls or .txt format.

The cycle «While-Loop»1 which provides the collection of data from the converter until
«Stop»is clicked in the block diagram (Fig. 7b). Functions «Build table» 2, 3 form a table of
values of the amplitude based on the received signal. Two tables are formed as a result: the
input voltage V and the converted to millimeters data by means of using the pre-calculated
numerical constants 4. The value of elongation of the sensor rod is given in element 5. To record
the data, routines Write to Spreadsheet File.vi 6 is used. The real time display of the signal from
the sensor is implemented in Waveform Graph, Windows 7, that provides visual control of the
signal noise. The Waveform Chart 8 and Waveform Chart 9, display the voltage value and the
corresponding elongation of the sensor rod.

The periodical calibration of the system to control the exact position of the executive body
of the machine when its output is clearly fixed in the position within the workspace.

To set a fixed position, special devices (gauges) have been developed. These devices are a
system of spheres that are located in well-defined positions within the workspace of the machine
tool. The spheres are made of ceramic which has minimal thermal deformations. The spheres
are placed in the holes of similar modules at the vertices of squares of the parts 100± 0.002mm
(Fig. 8)

By means of these modules we can form flat or spatial structures of different configurations.
Each module consists of base 1 in which precision spheres 2 with a diameter 35± 0.001mm are
set. These spheres are fixed in the base with clamps 3. To determine the precision parameters
of the machine tool with rectilinear motion and grooves 4 in the base are provided.
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Fig. 8. Special equipment which consists of modules of the same type to determine the accuracy of the
executive body output in positions: (a) disposition of modules in the cube form, (b) spatial disposition

of modules

The developed equipment is set on the table of the parallel kinematics machine tool. To
perform the calibration operation, the meter with a contact probe is set in the spindle. During
the calibration, the output position of the executive body of the machine tool is determined
which corresponds to spatial arrangement of the spheres of the developed equipment in the
appropriate configuration.

5. Conclusions

In this paper, the method and the mechatronic system of active control of the dynamic spatial
positioning of the executive body of the parallel kinematics machine tool which is implemented
as an additional parallel kinematic mechanism with six measuring rods. The basic analytical
relationships that determine the regularity of work of the active control system of the dynamic
spatial positioning of the tool are proposed and additionally equated by means of geometric
modeling. It is shown that the laws for the machine tool and the additional measuring mecha-
nism yield similar changes of rods lengths. The proposed analytical method of connecting small
movements of the executive body and changes in the rods length give us the opportunity to
determine analytical formulas that characterize the spatial position error of the executive body
of the parallel kinematics machine tool when the output is in a fixed position.
The structural implementation of the mechatronic system of active control of the dynamic

spatial positioning of the executive body of the parallel kinematics machine tool is proposed
and manufactured as a prototype. Its preliminary setup and test efficiency are held. It is noted
that the resulting array of spatial position errors that can be found on the base of the proposed
analytical equations contains the additional error in the output tool position which should be
taken into account. It can be done by means of conducting periodic adjustment of theses formulas
by experimental measurements of the exact position of the tool. Thereby, the construction of
special equipment to determine the exact position of the executive body of the parallel kinematics
machine tool and its calibration is proposed.
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Today, interconnected open-cell porous structures made of titanium and its alloys are re-
placing the prevalent solid metals used in bone substitute implants. The advent of additive
manufacturing techniques has enabled manufacturing of open-cell structures with arbitrary
micro-structural geometry. In this paper, rhombic dodecahedron structures manufactured
using SLM technique and tested by Amin Yavari et al. (2014) are investigated numerically
using ANSYS and LS-DYNA finite element codes for the modeling of the elastic and post-
yielding behavior of the lattice structure, respectively. Implementing a micro-mechanical
approach to the numerical modeling of the yielding behavior of open-cell porous materials is
the main contribution of this work.One of the advantages of micro-mechanical modeling of an
open-cell structure is that, in contrast to the macro-mechanical finite element modeling, it is
not necessary to obtain several material constants for different foam material models through
heavy experimental tests. The results of the study showed that considering the irregularity
in defining the cross-sections of the struts decreases both the yielding stress and densifica-
tion strain of the numerical structure to the values obtained from the experimental tests.
Moreover, the stress-strain curve of the irregular structure was much smoother in two points
of yielding and densification, which is also observable in experimental plots. Considering the
irregularity in the structure also decreased the elastic modulus of the lattice structure by
about 20-30%. The post-densification modulus was more influenced by irregularity as it was
decreased by more than 50%. In summary, it was demonstrated that using beam elements
with variable cross-sections for constructing open-cell biomaterials could result in numerical
results sufficiently close to the experimental data.

Keywords: rhombic dodecahedron, additive manufacturing, micro-structure, porous bioma-
terials, implant, finite element

1. Introduction

For many decades, pure Ti and its alloys have been widely used for the manufacturing of metal
implants because of their exceptionally good corrosion resistance and excellent biocompatibility.
Although the durability of Ti-based biomaterials is quite good, some implants still fail as a result
of instability and aseptic loosening. The first cause of aseptic loosening is the huge difference
between the stiffness of cortical bone and the metallic biomaterial, which unloads the natural
bone and leads to its absorption after a while (a phenomenon known as stress shielding). Intro-
duction of porosity into bulk metals significantly decreases their stiffness to values close to those
of the bone which is very advantageous in avoiding stress shielding. The second reason of implant
loosening is weak interfacial bond between the implant surface and the living tissue (Campoli
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et al., 2013). The presence of ample spaces inside porous biomaterials allows for extensive body
fluid transport through the porous scaffold matrix which triggers bone ingrowth (Head et al.,
1995; Lu et al., 1999; Ryan et al., 2006).

Several manufacturing techniques are used for production of porous metals (Ryan et al.,
2006) including the space holder technology (Kwok et al., 2008) and additive manufacturing
(AM) techniques (Heinl et al., 2008). The main advantage of additive manufacturing techniqu-
es as compared to other traditional manufacturing techniques is their ability to manufacture
interconnected porous biomaterials with pre-determined unit cell types. Selective laser melting
(SLM) (Mullen et al., 2009) and selective electron beam melting (SEBM) (Heinl et al., 2008) are
among the AM methods that are used for production of porous metallic biomaterials (Campoli
et al., 2013).

There is not a large class of unit cells which after being packed together can create tes-
sellated structures. Cube (Gibson and Ashby, 1997; Luxner et al., 2009; Parthasarathy et al.,
2010), truncated cube (Hedayati et al., 2016d), rhombic dodecahedron (Babaee et al., 2012;
Borlefis, 2012; Campoli et al., 2013; Hedayati et al., 2016a; Shulmeister et al., 1998), truncated
cuboctahedron (Hedayati et al., 2016c), tetrakaidecahedrons (Warren and Kraynik, 1997; Zheng
et al., 2014), rhombicuboctahedron (Hedayati et al., 2016e), 3D-Kagome (Ptochos and Labeas,
2012a,b), Pyramidal (Ptochos and Labeas, 2012a), diamond (Ahmadi et al., 2014; Campoli et
al., 2013; Hedayati et al., 2016b), truncated octahedron, and Weaire-Phelan (Bitsche et al., 2005;
Buffel et al., 2014; Kraynik and Reinelt, 1996) are the main morphologies which have been more
extensively studied. The two latter morphologies have also been proposed as the closest morpho-
logies for foams manufactured using traditional foam manufacturing techniques. The rhombic
dodecahedron structure has been shown to be a proper unit cell geometry for being used in bone
substitute implants. Analytical relationships for elastic properties of this type of structure can
be found in (Babaee et al., 2012) and its complete experimental stress-strain curve data can be
found in (Amin Yavari et al., 2013).

Although increased porosity and pore size are obviously preferential for new bone growth in
Ti implant (Bram et al., 2000; Karageorgiou and Kaplan, 2005), it should be kept in mind that
another consequence of the porosity and pore size increase is the reduction of the implant me-
chanical properties. This reduction is preferential in elastic modulus but undesirable for fatigue
durability and yield strength. Thus depending on the intended application, a balance between
different mechanical properties and biological performance should be found (Chen et al., 2009).

Analytical, experimental, and numerical methods have been used by different authors for
investigating the behavior of 3D open-cell porous structures in static loadings. Analytical rela-
tionships look very helpful in predicting the elastic modulus and yield stress of porous structures.
Analytical relationships give the user the elastic properties of a specific porous material with
particular micro-geometry, pore size, or relative density. However, analytical relationships can-
not be easily derived for the post yielding behavior of these structures because after yielding,
many complex deformation regimes, such as buckling, plasticity, and contact between adjacent
cells are activated simultaneously. For the post-yielding regime, experimental and numerical
techniques show to be helpful. Using numerical techniques, such as finite element, is less costly
and time-consuming than experimental procedures and also provides the researcher with ability
to reconstruct any morphology, strut size, or sample size.

While the macro-mechanical finite element method has been extensively used in prediction of
behavior of open-cell porous structures for almost two last decades, the micro-mechanical appro-
ach has not been used sufficiently in previous studies. The authors could not find any previous
study regarding the numerical modeling of post-yielding behavior of open-cell porous structures
by using finite element models made of beam elements. The micro-mechanical modeling appro-
ach enables the researchers to observe the mechanisms occurring in the micro-structural scale
and helps them find out what main deformation mechanisms are dominating.
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Porous structures (including open-cell structures), when crushed under compression, usually
show a three-stage stress-strain curve. In the first stage, similar to most engineering materials,
these materials show an elastic linear part. The second stage starts when some parts of cell edges
in the open-cell porous structure (or “cell walls” in a closed-cell porous structure) are yielded,
and the stress-strain curve becomes non-linear. Since after being yielded, the cell edges are free
to move because of the voids in their periphery, the displacement of the sample accumulates
greatly(usually for more than 50-60%) by keeping the applied load constant or by increasing it
very slightly. This stage is known as the plateau stage and the (almost constant) stress in this
stage is called the plateau stress. When the sample is crushed enough and the neighbor cell edges
come into contact with each other, the third stage (densification stage) is started. Since the cell
edges are not as free as in the second stage, the load again starts to increase (nonlinearly). The
stress and strain at the beginning of the densification stage are called the densification stress and
strain, respectively. An appropriate micro-mechanical finite element model for open-cell foams
must be capable of predicting all the noted values with acceptable accuracy.
In this paper, the pre- and post-yielding regimes of porous structures manufactured and

experimentally tested by Amin Yavari et al. (2013) will be investigated numerically using ANSYS
and LS-DYNA finite element packages. In their work, rhombic dodecahedron interconnected cells
were created using SLM method. The manufacturing technique was not perfect and there were
some imperfections in the micro-structure of the porous structures (Fig. 1). In particular, it was
noted that some struts were significantly weaker than others (Amin Yavari et al., 2013). In this
paper, the procedure of developing a finite element model for simulating the yielding behavior
of the rhombic dodecahedron structure is presented. The effect of considering the irregularity in
the cross-section area of the struts, as a way of introducing the presence of imperfections in the
actual manufactured samples, on the obtained mechanical properties will also be investigated.

Fig. 1. Micro images of the additively manufactured porous structures (Amin Yavari et al., 2013)

2. Materials and methods

2.1. Numerical modeling

2.1.1. Creation of a lattice structure

If a single unit cell with all of its struts is going to be repeated in the three main directions
of space to make a lattice structure, some edges of the neighbor unit cells overlap each other.
The overlapping of common edges of the adjacent cells can stiffen the structure in an artificial
way leading to incorrect results. To overcome this problem, after creating a unit cell (e.g. cell
ABCDEF in Fig. 2), it is checked if it has any edge overlapped on already created edges of
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its adjacent cells. For example in Fig. 2, the newly created edge EF overlies on the previously
created edge 23 and edge AF overlies on edge 27. After recognizing the overlapped struts, the
edges and nodes attached to each end of the older strut are recognized and their relevant numbers
are saved into an array (edges 12, 34, 87 and nodes 8, 1 and 4). The older overlapped beam
edges (edges 23 and 27) as well as the edges connected to them (edges 12, 34, and 87) are then
removed (Fig. 2b). In the next step, the remaining nodes of the removed struts (nodes 1, 4,
and 8) are connected to the corresponding nodes of the remaining overlapped strut (edges EF
and AF) by creating new edge lines (edges 1f, 4E, and A8) (Fig. 2c). While this procedure is
robust, it takes a long time for being completed, especially for large 3D structures.

Fig. 2. The procedure of eliminating the overlapping of beam elements

2.1.2. Modeling the irregularities

For modelling the elastic behaviour of the specimens, implicit finite element method was
used. Four specimens with pore sizes, strut sizes, and porosities listed in Table 1 were simulated.
The specimens had relative densities in the range of 68-84%, strut diameters between 140µm
and 251 µm, and pore sizes between 486 µm and 608 µm (Table 1). Relative density is defined
as the ratio of density of the porous structure to density of the bulk material it is made of.
The cross-section of the struts had circular cross-sections. The 3D lattice structure of each case
was created using Timoshenko beam elements that take into account the shear deformation and
rotational inertia effects. Two rigid grips were also modelled and placed under and above the
porous structure (Fig. 3).

Table 1. Geometrical specifications of four different samples investigated (Amin Yavari et al.,
2013)

Sample 1 Sample 2 Sample 3 Sample 4
Ti 120-500 Ti 170-450 Ti 170-500 Ti 230-500

Dimensions (D × L) [mm×mm] 10× 15 10× 15 10× 15 10× 15
Pore size [µm]± SD 560± 173 486± 162 608± 182 560 ± 186
Strut size [µm]± SD 140 ± 38 216 ± 64 218± 62 251± 76
Porosity [%] 84.22 71.2 77.68 68.45

Variations in diameters of the additively manufactured struts were applied to the FE models
by discretising the struts by beam elements with different diameters. The diameters of each of
the beam elements were taken from a Gaussian distribution function in ANSYS. For the mean
and standard deviation of the Gaussian distribution, those of the diameters of the struts of
the experimental tests were implemented. Generally, increasing the number of elements along
a strut decreases its mechanical properties which leads to a decrease in the overall structure
elastic modulus. Especially, it was seen that using more than two beam elements per each strut
may lead to instabilities in the yielding analyses. It is because increasing the number of beam
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Fig. 3. Finite element model of rhombic dodecahedron lattice structure

elements per strut increases the number of struts with very small cross-sections which will lead
to failure of a large group of struts (catastrophic failure). A simple probability calculation can
show that the number of weak struts in a three-element-per-strut structure is much higher than
a one-element-per-strut structure. To explain this better, consider as an example struts having
diameter lower than dcr in a FE lattice structure as weak struts and assume that they constitute
10% of the FE structure having one element per strut (see Fig. 1b) and 90% of the struts of this
structure are strong. Now the structure with three elements per strut has only 0.93 = 72% strong
elements because each strut can be considered strong only if all of its elements have diameters
larger than dcr. Therefore, the number of weak struts in the three-element-per-struts structure
is almost triple of that in the one-element-per-strut structure, which can lead to catastrophic
failure of the lattice structure much easier. The considerations taken into account in the Gaussian
distribution of our numerical modelling might not also be true in the structures created using
the additive manufacturing techniques. For example, it has been seen that in actual SLM-made
structures, the majority of weak struts only have one very small cross-section among them
(Fig. 1b), while in our numerical modelling, the struts can have more than one weak element. In
fact, if it is necessary to use more than one element per strut, more data than just the standard
deviation of strut diameter needs to be known.

Another problem that can arise from using more than one element per strut is that most of
the beam theories are valid for length/diameter ratios larger than four. For the porous structures
considered in this study (Table 1) and in most similar studies, if the number of elements per
strut becomes larger than one, then the length/diameter ratio of each beam element becomes
smaller than two, which can lead to inaccuracies in obtained stress values for given displacements.
Therefore, in all the models created in this study, only one beam element was used to represent
each strut. However, diameters of different struts of the FE model were considered to be different.
For the FE structure, 21 different strut diameters (ranging between the minimum and maximum
diameter values obtained by optical observations) were considered.

2.1.3. Material model

For modeling the behavior of the lattice structure in post-yielding regime, an explicit finite
element code LS-DYNA was implemented. A plastic kinematic material model (with constants
given in Table 2) was used for modeling the mechanical behavior of the metal. In this material
model, the material behavior is assumed to be bilinear. Automatic-node-to-surface contact algo-
rithm was used for modeling the interaction between the structure and the grips, and automatic
single surface contact algorithm was used for modeling the interactions between neighbor struts.
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The struts were free to move in the direction parallel to the grip faces. The density of 4420 kg/m3

(Ti6Al4V) was used for the explicit analysis. The lower grip was fixed and the upper grip was
moved downward with a constant velocity of 3mm/min.

Table 2. Mechanical properties of Ti6Al4V

Property Value

Elastic modulus 113.8 GPa

Poisson’s ratio 0.342

Tangent modulus 1.25GPa

Yield stress 1000MPa

Ultimate tensile strength 1200MPa

3. Results

The sequential deformation of the lattice structures having regular and irregular strut cross-
-section areas are shown in Figs. 4 and 5, respectively. The 45◦ failure pattern can be observed
in both structures, but more obvious in the regular one (Fig. 4). The failure pattern looks like

Fig. 4. Deformation of the regular structure at different compressive strains
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a sideways V in the regular structure, while it is more similar to sideways X in the irregular
structure (Fig. 5). The main deformation mechanisms in the four lattice structures (Table 1)
were observed to be first the elastic bending of the struts and then the local plasticity. Local
buckling did not occur in the struts. This could be expected because no strut in the initial
configuration of this structure was parallel to the direction of loading. The fact that the local
yielding occurs far before buckling was also analytically shown for the diamond structure by
Ahmadi et al. (2014).

Fig. 5. Deformation of the irregular structure at different compressive strains

The stress-strain curves of the regular and irregular FE models of test sample 1 (Ti 120-500)
are plotted and compared to each other in Fig. 6. Introduction of irregularity in the cross-section
of the struts decreased both the yielding stress and densification strain. Both the values obtained
from the irregular FE structure were closer to the experimental results (Table 3). Moreover, the
stress-strain curve of the irregular structure was much smoother in the two points of yielding
and densification (Fig. 6) which was in accordance to the observations in the stress-strain plots
obtained from the experimental tests. Considering irregularity in the structure also decreased
the elastic modulus by about 30% (Fig. 6). The post-densification modulus was more influenced
by considering the irregularities and was decreased by more than 50% (Fig. 6).
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Fig. 6. Comparison of the stress-strain curves of the regular and irregular structures

Table 3. Comparison of plateau stress and densification strain of the numerical model and
experimental tests of the four considered porous structures

Sample 1 Sample 2 Sample 3 Sample 4
Ti 120-500 Ti 170-450 Ti 170-500 Ti 230-500

εd (FEM) 0.71 0.75 0.76 0.65

εd (Experiment) 0.61 0.76 0.70 0.56

σp (FEM) 20MPa 85MPa 48MPa 110MPa

σp (Experiment) 15.8MPa 67.8MPa 34.8MPa 91.8MPa

The elastic moduli obtained from theory (Babaee et al., 2012), our FEM code, and experi-
mental tests (Amin Yavari et al., 2013) are compared in Fig. 7. As it can be seen, the numerical
values are lower than the theoretical values due to the fact that variations in the cross-section
areas have been considered in the FE model. However, the numerical elastic modulus is higher
than that in the experimental tests, since the irregularities of diameter along each strut length
has not been considered.

Fig. 7. Comparison of elastic moduli obtained from theory, our FEM code and experimental tests
(Amin Yavari et al., 2013)

Using the obtained stress-strain curves (Fig. 8) from explicit simulations of the four cases
(Table 1), the following values were calculated: elastic modulus E, strain at the beginning of
the plateau region εp, densification strain εD, plateau stress σp, and the plateau end stress σD.
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As obvious in Fig. 9 and Table 3, the experimental and numerical results were relatively in
good accordance. Both the plateau stress and densification strain of the FEM solution were
larger than the experimental values (Fig. 9). This can be attributed to the lower amount of
damage considered in the FE models procedure compared to the real irregularities present in
the manufactured samples, as the irregularities along the strut length had not been considered
in the FE models.

Fig. 8. Stress-strain curves for the four irregular samples

Fig. 9. Variation of (a) densification strain, and (b) plateau stress with respect to porosity

Both the numerical and experimental results show a decrease in the plateau stress by in-
creasing the porosity (Fig. 9b). However, by increasing the porosity, the densification strain of
the structure is initially increased and then decreases. This behaviour is observed in both the
numerical and experimental curves (Fig. 9a). The maximum densification strain occurs for the
relative density of about 70% (Fig. 9a).

4. Discussions

4.1. Computational time

In this study, the yielding behavior of open-cell foams was modeled using an explicit finite
element code. In explicit finite element simulations, the structure is deformed through numerous
time steps with very short durations. The time step is determined through the relationship
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∆t = l/c, where l is the smallest element dimension throughout the entire model and c is the
speed of sound in the material. For yielding simulation, the calculated time step ∆t is usually
very small (less than a microsecond). On the other hand, the yielding procedure is a quasi-static
phenomenon which can take several minutes to be completed. This is why solving the yielding
deformation using the explicit finite element method can lead to computational times larger than
several days. The mass scaling was shown to be a very effective way of decreasing the solution
time without having a significant effect on the obtained mechanical properties.

4.2. Effect of irregularities

45◦ deformation bands existed for both the regular and irregular lattice structures in post-
yielding regime (Figs. 4 and 5, see also (Silva and Gibson, 1997; Alkhader and Vural, 2008;
Demiray et al., 2009). By applying the irregularity in cross-section areas of the struts, this 45◦

deformation bands became vaguer (Fig. 5). This is because in the irregular structure, the struts
start to fail sooner than they would fail in the regular structure. When the initial struts start
to fail and, as a result, they are removed from the analysis, the load applied to their neighbor
struts start to increase, and that makes the failure pattern grow around the initially failed
struts as nucleuses. The results obtained from static and yielding simulations demonstrated
that considering the irregularities has a significant effect on the response of the structure. In
all the cases, considering the irregularities weakened the structure. Applying the irregularity in
different cases decreased the plateau stress by 30-50% and the elastic modulus by 10-20%. A
similar decrease in the elastic modulus was reported by Campoli et al. (2013).

4.3. Advantages of micro-mechanical modeling

Several material models have been proposed in different studies for modeling the
post-yielding behavior of foams in macro-mechanical analyses. For example, in LS-DYNA
package, the material models MAT LOW DENSITY FOAM, MAT CRUSHABLE FOAM,
MAT MODIFIED CRUSHABLE FOAM, MAT SOIL AND FOAM, MAT BLATZ-KO FOAM,
MAT FU CHANG, MAT PITZER CRUSHABLE FOAM, MAT DESHPANDE FLECK
FOAM, etc. are available for the modeling the behavior of the foam. Each of the above-
mentioned material models require several material constants to be determined through
mechanical tests before being applicable in finite element simulations. For each foam type, the
complex and time-consuming procedure of experimental tests for finding the constants must be
repeated.

The micro-mechanical modeling of an open-cell foam has the advantage that the material
constants of the foam structure do not have to be found through mechanical tests. In fact, in
micro-mechanical models, the necessary material properties are those of the bulk material from
which the foam is made of such as elastic modulus Es, Poisson’s ratio νs, tangent modulus Ts,
and yield stress σys .

5. Conclusions

In this paper, structures manufactured using the SLM technique and tested by Amin Yavari
et al. (2013) were numerically modeled using ANSYS and LS-DYNA finite element codes for
investigating the elastic and post-yielding behavior of the lattice structure, respectively. Imple-
menting a micro-mechanical approach to the numerical modeling of the yielding behavior of
open-cell porous materials is the main contribution of this work. One of the advantages of the
micro-mechanical modeling of an open-cell structure is that, in contrast to the macro-mechanical
finite element modeling, it is not necessary to obtain several material constants for different foam
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material models through heavy experimental tests. Regular and irregular lattice structures were
created. After crushing the FE structure under compression, 45◦ failure patterns were observed
in both the regular and irregular structures, but more obvious in the regular structure. The
failure patterns in the regular and irregular structures looked like sideways V and X signs, re-
spectively. The results also showed that considering the irregularity in the cross-section area of
different struts in the rhombic dodecahedron lattice structure decreases both the yielding stress
and densification strain to values close to the experimental data. Moreover, compared to the
regular FE structure, the stress-strain curve of the irregular FE structure was much smoother
in the two points of yielding and densification, which was also observable in many experimental
plots. Considering the irregularity in the structure also decreased the elastic modulus of the
lattice structure by about 20-30%. The post-densification modulus was more influenced by ir-
regularity as it was decreased by more than 50%. In summary, it is demonstrated that using
beam elements with variable cross-sections for constructing open-cell porous biomaterials can
give numerical results sufficiently close to the experimental data.
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In the paper, the static sensitivity of complex structures with respect to random design para-
meters is presented. Using the adjoint system method, based on the mean-point second-order
perturbation method, the first two probabilistic moments of time-independent sensitivity are
formulated with means and cross-covariances of random design parameters as the input data.
It enables one to obtain the second-order accuracy of the solution. The presented formu-
lations are illustrated by a number of numerical examples. The influence of finite element
mesh density for the obtained results is discussed using the analysis of the spatial bar dome.
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1. Introduction

Since the beginning of mankind, humans have had aspirations to overcome their weaknesses and
limitations. It is the element of our nature, which became the basis of development in all fields
of life. In the civil engineering there are amazing objects that crossed existing barriers of height,
span and slenderness. These types of structures can not be computed by analytical methods
because of complexity of the system. Hence, the Finite Element Method (FEM) has become the
basis of contemporary structure analysis (Bathe, 1982; Zienkiewicz and Taylor, 1991; Kincayd
and Cheney, 2002). It is an approximate method which allows one to obtain highly precise results
with a properly dense FEM mesh.
A significant element of correct design is to model an object to reflect reality as closely as

possible while taking into account many factors including connections, materials, external loads,
etc. (see Leet et al., 2010). Engineers’ aim is to create programs for optimal design of new or
strengthen the existing structures. It involves findings the best solutions bearing in mind many
different aspects such as the maximum load, allowable displacement, cost, time and possibility
of execution, etc. (Niczyj, 2003; Choi and Kim, 2010). A very important case is to find an
answer to the question of how the changing of design parameters affects the structural response.
It is a subject of study of sensitivity analysis that can be found in (Haug et al., 1986; Mroz
and Haftka, 1986; Hien and Kleiber, 1989; Drewko and Hien, 2005; Ding et al., 2012; Mroz and
Bojczuk, 2012; Choi and Kim, 2013). This type of computations by using deterministic variables
has been extensively discussed in the literature. However, it has been proved that in systems
with many degrees of freedom (MDOF), even small uncertainties in structural parameters or
external loads may have a significant impact on the work and load capacity of the system.
The stochastic analysis (Adomian, 1983; Hisada and Nakagiri, 1981; Spanos and Ghanem, 1989;
Ghanem and Spanos, 1991; Kleiber and Hien, 1992; Li and Chen, 2009) includes randomness in
the described factors, and for complex systems it needs to be considered by numerical methods
because analytical solutions are in many cases impossible.
There are three main trends in the analysis with random variables: perturbation approach

(Greene et al., 2011; Liu et al., 2013), Monte Carlo simulation (Fishman, 1995; Rubinstein
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and Kroese, 2008), and Neumann’s expansion (Liu et al., 1986). The goal of this paper is a
numerical nonstatistical analysis of statics and time-independent sensitivity for MDOF systems
by random parameters. Starting from the stochastic version of the equilibrium equation, using
the mean-point second-order perturbation method, the equations for the first two probabilistic
moments of the sensitivity gradients with respect to the design parameters are derived, where
the means and cross-covariances of random variables are treated as the input data. Thereby, not
only the deterministic values of static response sensitivity are obtained but also the accuracy of
the received results as expected values and cross-covariances. These formulations are illustrated
by numerical examples.

2. Formulation of the stochastic sensitivity for statics in the finite element
context

The objective of structural sensitivity analysis is to consider the impact of design variable changes
on the system response. In this paper, the design variable vector is denoted by b = {ba},
a = 1, 2, . . . , A. It can be cross-sectional areas of structural elements, thickness of a shell or
plate, mass density, Young’s modulus etc., while displacements, stresses or natural frequencies
in main nodes can be treated as structural response measures.
The result of deterministic computation is only one variable at a given point, while the

stochastic analysis determines also the accuracy of the obtained value. During the second process,
the system is described by random variables. The time-independent random variable vector is
assumed in the form h = {hr}, r = 1, 2, . . . , r̂ and defined by means hr = E[hr] and cross-
-covariances Cov (hr, hs), r, s = 1, 2, . . . , r̂. From the definition, given by Kleiber and Hien
(1992), the first probabilistic moment of the random variable is expressed by

E[hr] =

+∞∫

−∞

hrp(hr) dhr (2.1)

and the second

Cov (hr, hs) = E[(hr − hr)(hs − hs)] = αrαshrhsµ(hr, hs) (2.2)

where

µ(hr, hs) =

+∞∫

−∞

+∞∫

−∞

hrhsp(hr, hs)dhrdhs (2.3)

and

αr =

√
Var (hr)

hr
=
σ(hr)

hr
(2.4)

In Equations (2.1)-(2.4) p(hr), p(hr, hs), µ(hr, hs), Var (hr), σ(hr) and α denote the probability
density function, joint probability density function, adopted function of correlation, variance,
standard deviation and the coefficient of variation, respectively.
In this paper from this moment forth, the summation notation is included. In the following

equations, two repeated indices imply the sum, which results in greater transparency of presen-
tation. Let us consider a linear elastic complex structure with N degrees of freedom. The static
response of the system can be formulated then by the functional (Kleiber and Hien, 1992)

φ = G[qα(ba, hr), ba] α = 1, 2, . . . , N (2.5)
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where qα is determined as the time-independent vector of generalized coordinates. In the sto-
chastic analysis of systems with multi degrees of freedom (MDOF), the stiffness matrix Kαβ and
the nodal load vector Qα are explicit functions of both the design parameter and the random
variable vector. In the static case, the considered system is time-independent, therefore damping
and mass effects are omitted during computations. Consequently, the equilibrium equation is
written in the stochastic form as

Kαβ(ba, hr)qβ(ba, hr) = Qα(ba, hr) α, β = 1, 2, . . . , N (2.6)

A solution to Eq. (2.6) with respect to qβ (Eq. (2.7)) proves that the nodal displacement vector
is an implicit function of ba and hr

qβ(ba, hr) = K
−1
αβ (ba, hr)Qα(ba, hr) (2.7)

To evaluate the probabilistic distribution of the static structural response with respect to the
design parameters, we tend to obtain an absolute partial derivative of the functional φ with
respect to the design variable, i.e. dφ/dba. Assuming that the stiffness matrix and the nodal load
vector are twice continuously differentiable with respect to ba, the chain rule of differentiation
gives

dφ

dba
=
∂G

∂ba
+
∂G

∂qα

dqα
dba

α = 1, 2, . . . , N a = 1, 2, . . . , A (2.8)

According to Eq. (2.5), G is an explicit function of ba and qα, therefore, the partial derivati-
ves ∂G/∂ba and ∂G/∂qα are known. The goal of the procedure is to find the absolute partial
derivative of the general coordinate vector with respect to the design variable, i.e. dqα/dba. To
formulate the static sensitivity problem, the so-called adjoint system method is used (Kleiber
and Hien, 1992; Choi and Kim, 2010). The adjoint equation system is adopted in the form

Kαβλβ =
∂G

∂qα
α, β = 1, 2, . . . , N (2.9)

Seeing that the stiffness matrix Kαβ and the vector ∂G/∂qα are functions of the design and
random variable, the solution to Eq. (2.9) with respect to λβ written as

λβ(ba, hr) = K
−1
αβ (ba, hr)

∂G

∂qα
(ba, hr) (2.10)

demonstrates that the adjoint variable vector is an implicit function of ba and hr and it is
expressed as λ = {λα(ba, hr)}, α = 1, 2, . . . , N . Differentiating Eq. (2.6) with respect to the
design variable and then solving it to obtain the vector dqα/dba and putting it into Eq. (2.8)
leads to

dφ

dba
=
∂G

∂ba
+K−1αβ

∂G

∂qα

(∂Qα
∂ba
− ∂Kαβ

∂ba
qβ
)

(2.11)

Substituting Eq. (2.10) into Eq. (2.11) we receive the equation for design sensitivity of the system
(Kleiber and Hien, 1992)

dφ

dba
=
∂G

∂ba
+ λα

(∂Qα
∂ba
− ∂Kαβ

∂ba
qβ
)

(2.12)

It should be noted that all terms in Eq. (2.12) are simultaneously functions of the design para-
meter and the random variable vectors. Now, all elements from Eqs. (2.6) and (2.9) are expanded
in power series around the means hr, in accordance with the following equation

(·) = (·)(h) +
[∂(·)
∂hr

δhr +
1

2

∂2(·)
∂hr∂hs

δhrδhs
]
h=h

r, s = 1, 2, . . . , r̂ (2.13)
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where δhr denotes the first variations hr about the means hr, and for any small parameter ǫ it
can be written as (Hien, 2003)

δhr = ǫ(hr − hr) (2.14)

while δhrδhs is called the second mixed variation of hr and hs about their means hr and hs

δhrδhs = ǫ
2(hr − hr)(hs − hs) (2.15)

All the functions of the random variable are expanded in Taylor series up to the second order
and substituted to Eqs. (2.6) and (2.9). After rearranging the equations and comparing terms
with the same order of ǫ, we receive the primary and adjoint systems of equations (compare,
Kleiber and Hien, 1992):
— one pair of systems of N equations of the zeroth-order

Kαβqβ = Qα Kαβλβ =
∂G

∂qα
(2.16)

— r̂ pairs of systems of N equations of the first-order

Kαβ
dqβ
dhr
=
∂Qα
∂hr
− ∂Kαβ

∂hr
qβ Kαβ

dλβ
dhr
=

∂2G

∂hr∂qα
− ∂Kαβ

∂hr
λβ (2.17)

— one pair of systems of N equations of the second-order

Kαβ
d2qβ
dhrdhs

∣∣∣∣
h=h

Cov (hr, hs) =
[ ∂2Qα
∂hr∂hs

− ∂2Kαβ

∂hr∂hs
qβ − 2

∂Kαβ

∂hr

dqβ
dhs

]
h=h
Cov (hr, hs)

Kαβ
d2λβ
dhrdhs

∣∣∣∣
h=h

Cov (hr, hs) =
[ ∂3G

∂hr∂hs∂qα
− ∂2Kαβ

∂hr∂hs
λβ − 2

∂Kαβ

∂hr

dλβ
dhs

]
h=h
Cov (hr, hs)

(2.18)

From the definition (Kleiber and Hien, 1992), the first probabilistic moment for the sensitivity
gradient is given by

E
[ dφ
dba

]
=

+∞∫

−∞

+∞∫

−∞

. . .

+∞∫

−∞︸ ︷︷ ︸
A−fold

dφ

dba
pA(b1, b2, . . . , bA) db1 db2 · · · dbA (2.19)

while the second probabilistic moment is expressed analogically as

Cov
( dφ
dba

,
dφ

dbb

)
= E

[( dφ
dba
− E

[ dφ
dba

])( dφ
dbb
− E

[ dφ
dbb

])]
(2.20)

The mean value of Eq. (2.12) may be written as

E
[ dφ
dba

]
= E

[ ∂G
∂ba

]
+ E

[
λα
∂Qα
∂ba

]
− E

[
λα
∂Kαβ

∂ba
qβ
]

(2.21)

Substituting Eq. (2.12) into Eq. (2.21) gives an expression for the second probabilistic moment
of the design sensitivity gradient in the form

Cov
( dφ
dba

,
dφ

dbb

)
= E

[(∂G
∂ba
+ λα

(∂Qα
∂ba
− ∂Kαβ

∂ba
qβ
)
− E

[ dφ
dba

])

·
(∂G
∂bb
+ λγ

(∂Qγ
∂bb
− ∂Kγδ

∂bb
qδ
)
− E

[ dφ
dbb

])] (2.22)
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All functions of the random variables from Eqs. (2.21) and (2.22) are expanded in Taylor series
in accordance with Eq. (2.13) and are premultiplied. Excluding members in orders higher than
the second and averaging the other terms, leads to an expression of the mean values of the design
sensitivity gradient, cf. Hien and Kleiber (1991), Kleiber and Hien (1992)

E
[ dφ
dba

]
=
[∂G
∂ba
+ λαAαa

+
1

2

( ∂3G

∂hr∂hs∂ba
+

d2λα
dhrdhs

Aαa + 2
dλα
dhr
Bαsa + λαCαrsa

)
Cov (hr, hs)

]
h=h

(2.23)

where, for clarity purposes, the following equations are used

Aαa =
∂Qα
∂ba
− ∂Kαβ

∂ba
qβ

Bαra =
∂2Qα
∂hr∂ba

− ∂2Kαβ

∂hr∂ba
qβ −

∂Kαβ

∂ba

dqβ
dhr

Cαrsa =
∂3Qα

∂hr∂hs∂ba
− ∂3Kαβ

∂hr∂hs∂ba
qβ − 2

∂2Kαβ

∂hr∂ba

dqβ
dhs
− ∂Kαβ

∂ba

d2qβ
dhrdhs

(2.24)

The cross-covariances at dφ/dba and dφ/dbb are

Cov
( dφ
dba

,
dφ

dbb

)
=
[( ∂2G

∂hr∂ba

∂2G

∂hs∂bb
+ (AβbBαas +AαaBβbs)λα

dλβ
dhr

−
(∂G
∂ba
Cβrsb +

∂2G

∂hr∂ba
Bβrb +

∂3G

∂hr∂hs∂ba
Aβb

)
λβ

−
(∂G
∂bb
Cαrsa +

∂2G

∂hr∂bb
Bαra +

∂3G

∂hr∂hs∂bb
Aαa

)
λα

−
(
2
∂G

∂ba
Bαsb +

∂2G

∂hs∂ba
Aαb + 2

∂G

∂bb
Bαra +

∂2G

∂hs∂bb
Aαa

) λα
dhr

−
(∂G
∂bb
Aαa +

∂G

∂ba
Aαb

) d2λα
dhrdhs

+ λαλβBαarBβbs +AαaAβb
dλα
dhr

dλβ
dhs

)
Cov (hr, hs)

− 1
4

( ∂3G

∂ht∂hu∂bb
+ 2

dλβ
dht
Bβub +Aβb

d2λβ
dhtdhu

+ λβCβtub
)

·
( ∂3G

∂hr∂hs∂ba
+

d2λα
dhrdhs

Aαa + 2
dλα
dhr
Bαsa + λαCαrsa

)
Cov (hr, hs)Cov (ht, hu)

]
h=h

(2.25)

with r, s, t, u = 1, 2, . . . , r̂. Interestingly, Eq. (2.25) is obtained by including terms up to the
second order, not only to the first like in Hien and Kleiber (1991), Kleiber and Hien (1992). The
procedure of obtaining and averaging particular members of the first two probabilistic moments
of the static design sensitivity can be found in detail in Weber (2014), while this paper is confined
to present only the final version of these equations.
The equation for covariances at dφ/dba and dφ/dbb in Weber (2014) is obtained by using the

expressions for E[dφ/dba] and E[dφ/dbb] as the final products. To derive Eq. (2.25), the members
E[dφ/dba] and E[dφ/dbb] are determined by Eq. (2.23) and substituted into Eq. (2.22). After
ordering particular members, a more concise expression for the second probabilistic moment of
the static design sensitivity than that presented by Weber (2014) is received.

3. Numerical examples – results and discussion

Deterministic and stochastic computations are executed by the finite element code POLSAP
(see, Hien and Kleiber, 1990), properly adapted for this type of analysis. At the beginning of
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numerical illustrations, let us consider a three-bar truss system. The analytical equations of
nodal displacements and their sensitivities with respect to cross-sectional areas of the elements,
were derived for the model by Choi and Kim (2010). The goal of this example is to obtain
not only the deterministic displacements of nodes, but also their expected values and standard
deviations by POLSAP and compare them with the results given by equations formulated by
Choi and Kim (2010).

Fig. 1. Three-bar truss system (a) presented in Choi and Kim (2010), (b) adopted in numerical
computation

To simplify the numerical model, the Choi and Kim system (2010) (see Fig. 1a) is rotated as
shown in Fig. 1b, and nodal loads are reduced to vertical and horizontal forces Fx = 18.33 kN
and Fy = 68.30 kN that correspond to forces F1 = F2 = 50 kN. All results shown in Tables 1
and 2 are given for the adopted global coordinate system xy presented in Fig. 1b. Therefore,
to compare the displacements and sensitivities, the values received by equations from literature
have to be transformed by using trigonometric functions with an angle of 30 degrees.

The input data of the material and elements are adopted for simplification as: Young’s
modulus E = 200GPa and cross-sectional areas of specific bars A1 = A2 = A3 = 5cm

2. One bar
is assumed as one truss element in the numerical model. The cross-sectional areas of particular
elements are adopted as random design variables with the means E[Ar] = 5 cm

2, and correlation
function defined by the equation, cf. Kleiber and Hien (1992)

µ(Ar, As) = exp
(−|xr − xs|

λ

)
exp

(−|yr − ys|
λ

)
(3.1)

where xr, xs and yr, ys designates the x- and y-coordinates of the mid-points of the next two
elements in the model, respectively. The symbol λ denotes the decay factor depending on the
unit system used in numerical analysis. Its value is selected in order to receive no diagonal and
non-zero covariance matrix of the random variables. For this example, λ = 300 and the coefficient
of variation α = 0.1 are adopted as the input data. In the second moment perturbation method,
the random variables must fulfill the condition about small fluctuation and continuity at hr,
therefore, the selection of α-coefficient is a very important part of numerical computations, cf.
Weber (2014).
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The correlation function shows a dependence between the random variables. The bigger the
distance from one element to another, the smaller impact between them is observed. For the
members situated at a considerable distance from each other, the described dependence tends
to zero. Using Eq. (3.1), we obtain results equal to 1 on the main diagonal, and the values in
the range from 0 to 1 for other elements. Additionally, the bigger the difference between the
coordinates, the smaller results of the coefficient in the matrix, which satisfies the assumptions
for the correlation function.
The deterministic and expected values of displacements obtained by POLSAP are similar to

those given by Choi and Kim (2010) (see Table 1). The maximum difference between analytical
and deterministic results is about 0.3%, while that between deterministic and stochastic is 0.85%.

Table 1. Non-zero nodal static displacements for the three-bar truss system, [cm]

Node
number

Analytical
values

POLSAP
Coordinate Deterministic Expected

displacements values

1 x 0.073205 0.073416 0.073905

3 x −0.084108 −0.084146 −0.084863
3 y 0.145680 0.145868 0.147066

The functional of the structural response defined by Eq. (2.5) is accepted in numerical
analysis in the form

φ =
|qα|
qall
− 1 < 0 (3.2)

where qα, qall are the actual and allowable displacements in a selected node. To compare the
sensitivity results obtained from Choi and Kim (2010) and POLSAP, qall = 1.0 cm is assumed
for every node, otherwise the values given by the equations from literature should be divided by
the accepted qall.
In Table 2, displacement design sensitivities for selected nodes are presented. The maximum

difference between analytical and deterministic values is 0.43%. The deterministic and stochastic
results of static sensitivity vary in the range of 2.5-3.0%. The standard deviation is 19.4% of
expected values.

Table 2. Displacement design sensitivity - bar cross-sectional areas as random design variables,
[1/cm2]

Node
number

Displa- Obtained values POLSAP
cement based on Choi Deterministic Expected Standard
direction and Kim (2010) values values deviations

cross-sectional area of el. no. 2 as design variable

1 x −1.46410E-2 −1.46831E-2 −1.50737E-2 2.92693E-3
3 y −4.64102E-3 −4.66079E-3 −4.77790E-3 9.27750E-4

cross-sectional area of el. no. 3 as design variable

3 x −1.41421E-2 −1.41423E-2 −1.45617E-2 2.82752E-3
3 y −2.44949E-2 −2.45133E-2 −2.52209E-2 4.89726E-3

The second numerical example is a spatial dome presented in Fig. 2 (compare Weber and
Hien, 2010; Weber, 2014). The geometrical dimensions included in the analysis are: base diameter
1000 cm and height 500 cm. Each bar in the structure is modelled as a one beam element with the
following characteristics: Young’s modulus E = 200GPa, mass density 7.85KNs2/m4, Poisson’s
ratio ν = 0.3 and cross-section area A = 20 cm2. Nodes 1, 3, 5, 7 and 9 are supported by pins.
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For the static and sensitivity analysis, only one vertical force is taken into account
Fz = 1000 kN. For clarity purposes, the dead weight of the structure is omitted during compu-
tations. As it is well known, this type of bar structures loaded only in nodes is usually modelled
as a truss system. However, the goal of this presentation is to show the influence of complexi-
ty of the finite element mesh on static sensitivity results. Therefore, in this system, the rigid
connections between bars are assumed. A comparison of the results obtained for the truss and
beam model of this structure can be found in Weber (2014).

Fig. 2. Spatial dome (a) front, (b) bird eye – view

In static and sensitivity computations, the cross-sectional areas of elements are adopted
as random design variables with the mean values A = 20 cm2. The correlation function and
functional response of the system are assumed as in Eqs. (3.1) and (3.2). The decay factor
λ = 200 and the coefficient of variation α = 0.1 are used in numerical computations.
The largest vertical deflection occurs at the top of the dome, which is predictable because of

the point of force application. The deterministic and expected values of the nodal displacements
in different directions vary by about 1%, which is acceptable.
The considered system is symmetric in terms of geometry, supported conditions and external

load. Numerical computations give the same results in corresponding nodes, which confirms that
the model input to the program is correct. However, for clarity purposes, Table 3 presents the
values of displacements only for selected nodes.

Table 3. Selected nodal static displacements for the spatial dome, [cm]

Node
Coordinate

Deterministic Expected Difference
number displacements values [%]

31 z −2.049777 −2.070121 0.99

29 x −0.260314 −0.262972 1.02

30 x −0.162236 −0.163888 1.02

20 y −0.144629 −0.145915 0.89

19 y −0.100229 −0.101091 0.86

Both deterministic and stochastic analysis of static sensitivity study the vulnerability of
various node displacements with respect to cross-sectional areas of different elements. The value
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of qall is chosen separately for every node and movement direction, according to Eq. (3.2). The
most significant results of static displacement sensitivity for selected nodes, with the cross-
sectional areas of elements as the random design variables, are given in Table 4. The differences
between deterministic and expected values are about 2.5-3%, while the standard deviations are
equal to 20% of expected values. In both examples, all computations have been conducted in
centimeters and kilonewtons as basic units.

Table 4. Displacement design sensitivity – bar cross-sectional areas as random design variables,
[1/cm2]

Node
number

Displ.
direct.

qall
[cm]

Design Deterministic
values

Expected
values

Standard
deviationsel. number

31 z 2.5 72 −1.94449E-3 −2.00421E-3 3.88446E-4
10 z 1.0 29 −2.18042E-3 −2.23223E-3 3.78821E-4
29 x 1.0 71 9.89193E-3 1.01891E-2 1.97174E-3
30 x 1.0 72 6.14086E-3 6.32574E-3 1.22490E-3

20 y 1.0 32 −3.17786E-3 −3.25960E-3 5.7216E-4
19 y 1.0 40 −3.59847E-3 −3.69325E-3 6.59437E-4

Considering various examples of the static displacement sensitivity allows one to spot a
pattern. In most instances, a point displacement is the most sensitive with respect to, e.g., the
cross-sectional areas of elements in the immediate vicinity of the considered point. However, in
some cases there are certain derogations of the pattern when a displacement of a node turns out
to be the most sensitive with respect to the cross-section of an element not lying directly by the
examined node. Then sensitivity analysis allows one to find the key element of the considered
displacement. This computation changes our view of the importance of individual structural
members in the system and thereby should have a significant role in modern design.
To show the influence of finite element mesh complexity on the results of stochastic static

sensitivity, the second model of the spatial dome is created, where one bar is divided into
four beam elements, cf. Fig. 3. It yields a system consisting of 320 members. Thereby, we can
determine not only which element but also which part of it generates the displacement at a
specific point the most sensitive with respect to the cross-section area. This may be useful while
examining the model in terms of the predicted path of failure or structure strengthening.

Fig. 3. Selected element number

The comparison of results received for the first and second numerical models are summarized
in Table 5. It is clear that the sensitivity values obtained for the 320 element scheme is about
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four times less than for the 80 element one. It seems to be natural, because we examine the
sensitivity with respect to the cross-sectional areas of the elements four times shorter than at
the beginning. Careful analysis presented by Weber (2014) gives the following dependence: the
higher the number of finite elements in the mesh, the smaller impact of changes in cross-section
areas of elements on the nodal displacements.

Table 5. Displacement design sensitivity - bar cross-sectional areas as random design variables,
[1/cm2]

Node
number

Displ.
direct.

qall
[cm]

Design Deterministic
values

Expected
values

Standard
deviationsel. number

31 z 2.5 72a −5.18116E-4 −5.34095E-4 1.04516E-4
72b −4.71989E-4 −4.86661E-4 9.51452E-5
72c −4.62112E-4 −4.76374E-4 9.25389E-5
72d −4.88431E-4 −5.03158E-4 9.66361E-5

29 x 1.0 71a 2.41918E-3 2.49298E-3 4.87353E-4
71b 2.50572E-3 2.58152E-3 5.02619E-4
71c 2.51620E-3 2.59250E-3 5.05291E-4
71d 2.45059E-3 2.52538E-3 4.94002E-4

4. Concluding remarks

In the stochastic static sensitivity analysis by using the second order perturbation method, the
same member, for example the cross-section area of an element, is both the design and random
variable. It is significant in terms of the cost of numerical computations. It allows us to obtain
complex results in the form of deterministic and expected values, and standard deviations. On
the basis of the presented formulation, using the first two perturbation moments of random
variables as the input data, we obtain the means and cross-covariances of the static design
sensitivity with the second order accuracy. We receive results with the same precision as those
in the Monte Carlo simulation, but by considering an r̂ order system of equations no r̂3.

It is known that even small uncertainties in design parameters may have a large influence
on results of displacements and internal forces, therefore this type of analysis seems to be very
important in the design. Sensitivity analysis sometimes can provide a completely new insight
into the work of a structure and the meaning of particular members in the considered system.
It allows one to find the most sensitive point that determines the stability of the entire system.

In this paper, only design sensitivity with random parameters for the static case is presented.
It seems that dynamic computations need to be an integral part of analysis of complex structures.
Only by using both static and dynamic stochastic design sensitivity, we can determine the
optimal solution for a system while taking into account all relevant aspects. Therefore, the
dynamic sensitivity by deterministic and random parameters will be the subject of further work.
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It has been shown that developing a supercavitating flow around under-water projectiles has
a significant effect on their drag reduction. As such, it has been a subject of growing attention
in the recent decades. In this paper, a numerical and experimental study of supercavitating
flows around axisymmetric cavitators is presented. The experiments are conducted in a
semi-open loop water tunnel. According to the Reynolds-Averaged Navier-Stokes equations
and mass transfer model, a three-component cavitation model is proposed to simulate the
cavitating flow. The corresponding governing equations are solved using the finite element
method and the mixture Rayleigh-Plesset model. The main objective of this research is
to study the effects of some important parameters of these flows such as the cavitation
number, Reynolds number and conic angle of the cavitators on the drag coefficient as well
as the dimensions of cavities developed around the submerged bodies. A comparison of
the numerical and experimental results shows that the numerical method is able to predict
accurately the shape parameters of the natural cavitation phenomena such as cavity length,
cavity diameter and cavity shape. The results also indicate that the cavitation number
declines from 0.32 to 0.25 leading to a 28 percent decrease in the drag coefficient for a
30◦ cone cavitator. By increasing the Reynolds number, the cavity length is extended up to
322% for a 60◦ cone cavitator.

Keywords: natural cavitation, mass transfer, water tunnel, finite element method, drag
coefficient, axisymmetric cavitators

1. Introduction

Cavitation is the formation of vapor bubbles within a liquid when the liquid pressure falls less
than the saturated vapor pressure while the fluid temperature remains lower than the boiling
temperature at ambient conditions. Cavitation phenomena are observed in many hydrodynamic
mechanical devices such as pumps, turbines, nozzles and marine propellers, which can signi-
ficantly influence the performance of these devices. Cavitation may cause negative effects like
structural damages, noise production and power losses in plants, or generates positive effects
such as drag reduction of underwater moving bodies. However, for military purposes such as tor-
pedoes, it is necessary to generate partially- or fully super-cavitating regime to reduce viscous
drag intentionally.
The cavitation phenomenon is divided into three stages. The initial form of cavitation is the

bubble stage which has destructive impacts on mechanical systems. Partial cavitation is another
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stage in which the cavity region covers some parts of the body. The last stage is supercavita-
tion in which size of the produced cavity exceeds the characteristic length of the body. When
supercavitation occurs, the drag of the bodies surrounded by the cavity is reduced significantly.
This is due to reduction in the skin friction drag which depends on viscosity of the near-wall
fluid flow, where the vaporous pocket of supercavity surrounds the moving underwater body.
Supercavitation can also be divided into natural and ventilated cases. The natural supercavita-
tion occurs when free stream velocity rises above a certain limit (U > 45m/s at sea level, which
increases with submersion depth, or p∞ of the body. This phenomenon can also be achieved by
decreasing the ambient pressure p∞, which is only feasible in cavitation tunnels.

The static hydrodynamic forces and the cavity shape associated with cavitators were modeled
by many researchers in the last decades (Logvinovich, 1969, 1980; Kuklinski et al., 2001; Vasin
and Paryshev, 2001; Wang et al., 2005; Chen et al., 2006; Chen and Lu, 2008; Deng et al., 2004).

In the recent years, most of the studies related to supercavitating flows have been carried
out numerically. Choi and Ruzzene (2006) explained stability conditions of a supercavitating
vehicle using the finite element method (FEM). Hu and Gao (2010) used the cavitation model of
Fluent software to simulate two-phase cavitating flows that contain water and vapor on axisym-
metric bodies with disk cavitators. They showed that the vapor volume fraction and threshold
phase-change pressure within the cavity under the same cavitation number gradually ascends
as the Reynolds number increases. Huang et al. (2010) predicted the effects of cavitation over a
NACA66 hydrofoil. They combined state equations of the cavitation model with a linear viscous
turbulent method of mixed fluids in the Fluent software to simulate a steady cavitating flow.
Since most cavitating flows are implemented at high Reynolds numbers and under unsteady
conditions, a suitable turbulence model is required to provide an accurate estimate of cavita-
tion. A variety of approaches, such as standard or modified two-equation turbulence models
(k − ε, k − ω), have been used to investigate the effects of turbulence on cavitating flows (Wu
et al., 2005; Liu et al., 2009, Huang and Wang, 2011; Phoemsapthawee et al., 2012). Large eddy
simulation (LES) is another approach used in numerical cavitation modeling recently (Wang
and Ostoja-Starzewski, 2007; Huuva, 2008; Liu et al., 2010; Lu et al., 2010). Nouri et al. (2008)
used a modified version of the k − ε turbulence model to simulate unsteady behavior of the
cavity shedding and the re-entrant flow field. Park and Rhee (2012) studied the standard k − ε
and realizable k − ε turbulence models by selecting Singhal’s cavitation model at a cavitation
number of 0.3. They observed that the standard k− ε model was more efficient in capturing the
re-entrant jet than the realizable k − ε model.
In the past decade, several researchers have experimentally investigated supercavitating flows

around the bodies. Most of these studies focused on the shape of generated cavitation, velocity
and pressure distributions of the flow field as well as control and stability of supercavitating
vehicles. Lindau et al. (2002) studied a supercavitating flow around a flat disk cavitator. Besi-
de general cavitating flows, many studies on supercavitating flows have been undertaken using
experimental and numerical methods. Experimental methods mainly rely on pressure measure-
ments and image processing technology. Lee et al. (2008) studied ventilated supercavitation for
a vehicle pitching up and down in the supercavity closed region. Hrubes (2001) studied a su-
percavitating flow in underwater projectiles using image production and processing to examine
flight behavior, stability mechanism, cavity shape and in-barrel launch characteristics. Recently,
Li et al. (2008) studied the cavitating flow by the flow visualization technique using a high-speed
camera. They also measured details of the velocity field by the particle image velocimetry (PIV)
to validate the computational models. The shape properties of natural and ventilated superca-
vitation on a series of projectile were investigated experimentally by Zhang et al. (2007). Wu
and Chahine (2007) studied supercavitation on the back of a simulated projectile and measured
the properties of the fluid inside the supercavity. Hua et al. (2004) conducted an experimental
study on a cavitation tunnel with four axisymmetric bodies at different attack angles. Feng et
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al. (2002) studied behavior of a supercavitating and cavitating flow around a conical body of
evolution with and without ventilation at several attack angles. Zhang et al. (2007) performed
a series of projectile and closed-loop water-tunnel experiments to study shape properties of na-
tural and ventilated supercavitation. Saranjam (2013) did an experimental and numerical study
of cavitation on an underwater moving object based on unsteady effects and dynamic behavior
of the body.
Most experimental studies on supercavitation have been performed in a closed-loop water

tunnel with only a few investigations examining the supercavitation flow in an open circuit water
tunnel. Also, many experimental studies have been performed to obtain detailed information on
the cavity shape (Fang et al., 2002; Saranjam, 2013, Ji and Luo, 2010; Ahn et al., 2010; Zou
et al., 2010). In this study, important supercavitation parameters including the shape of cavity,
formation and the drag coefficient of the cavitator are investigated experimentally in a semi-open
water tunnel complemented by a numerical analysis with the CFX software.
The paper is organized as follows: first a description of the physical problem followed by an

experimental and numerical analysis is presented. Then, the experimental and computational
results are presented and discussed. Finally, a summary of the results is given and the related
conclusions are drawn.

2. Exprimental set-up

The experiments were conducted in a water tunnel located at the Marine Research Center of Iran.
The tunnel is a semi-open loop water tunnel with a maximum velocity of 40m/s. The water
tunnel is equipped with a computerized control system, a high frequency data acquisitioning
system, DAS, and a high-speed camera. A schematic view of the components of the water
tunnel is shown in Fig. 1. The body of the model includes cone and cylindrical parts.

Fig. 1. A schematic view of the water tunnel. The figure is not to scale

The cavitating flow generated around the symmetric cone was investigated based on the
experimental observations carried out in a water tunnel. Figure 2a shows the test section, where
the cone cavitator is also placed. The test section has a cylindrical form with diameter of D and
a length of 5D (Fig. 2b). The side walls of the test section are made of plexiglas with a highly
smoothed surface. At the outlet of the test section, atmospheric pressure conditions occur and
the fluid flow is discharged into an open surface storage tank. This water tunnel also includes
a vertical cylindrical tank as the main water tank which is initially filled with pure water up
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to a certain level and then the remaining volume is charged with pressurized air. Depending on
the requested speed, the pressure of the air within the tank is varied. The model is attached to
an electronically-load cell mounted outside the test section. The model with the cone cavitator
is shown in Fig. 3. The base diameter of the cone cavitator is 10mm and the cone angles for
the noses are 30◦, 45◦ and 60◦. The cone length of y0 is calculated according to the cone angle.
The Reynolds number (Re) based on the diameter of the test section changes from 1120000 to
1480000 relative to the stream velocity within the test section.

Fig. 2. (a) Test section of the water tunnel. (b) Dimensions of the test section

Fig. 3. A schematic view of the model and the position of pressure measurement cavities

The water tunnel was also equipped with some electronic pressure sensors to measure pres-
sures in the flow. Five pressure sensors were used to gauge the pressure on the surface of the
cylindrical part of the model (Fig. 3) behind the cone cavitator. Two pressure sensors were
also placed inside the test section (P6) and the water tank (P7). The accuracy of sensors was
±0.01 bar. The output analog signals of the sensors were converted into digital signals via an
A/D card, and the digital results were finally recorded online. It should be noted that the fre-
quency of data recording was 1000Hz for all of the sensors in the experiments. The cavitation
profile formed around the cavitator was captured by a high-speed camera with a frame rate of
600 fps.

Fig. 4. Load cell mounted within the airfoil

To measure the drag force, an electronically-load cell of 49N was mounted within a standard
airfoil at the outlet of the test section (Fig. 4). Also, as shown in Fig. 4, the connecting wires of
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the load cell and the pressure sensor were driven out of the water tunnel test section via that
airfoil.

To validate the experimental results of this study, the results of the cavitating flow around a
flat disk were compared with the results of Franc and Michel (2004). In Fig. 5, the results of the
present study for dimensionless cavity length (Lc/d) with respect to the cavitation number of the
flow are compared with the experimental data of Franc and Michel. As can be seen, the results
are in good agreement with their experimental data.According to Eq. (2.1), the theoretical value
of the blockage cavitation number is about 0.211, whereas the minimum value of the cavitation
number at the maximum velocity of the present tests is about 0.25. Since σblockage < 0.25, the
effect of blockage on the measured drag coefficient and cavity shape is expected to be negligible

σblockage =
S2u
S2d
− 1 (2.1)

where Su and Sd are the cross-sectional areas of the upstream and downstream regions of the
liquid flow, respectively.

Fig. 5. Comparison of the present experimental results with the results of Franc and Michel (2004)

One of the fundamental dimensionless parameters for natural supercavities is the Froude
number, Fr = U∞/

√
gD. In these tests, the Froude number varies from 44.7 to 59 with the

cavitation number ranging between 0.25 and 0.36. Semenenko (2001), citing Logvinovitch (1973),
states that the effect of gravity can be significant if σvFr < 2. Thus, at the present application,
there is no need to incorporate the gravity effects.

3. Mathematical models

3.1. Governing equations

In this study, a mixture-type multiphase-flow model based on the isotropic hypothesis for
the fluid along with the Reynolds averaged Navier-Stokes (RANS) equations are employed. The
mass and momentum conservation equations are solved numerically to obtain the velocity and
pressure fields. The mass, momentum, and volume fraction equations can be written as
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where αv is the vapor volume fraction, ρv is vapor density, ρl is liquid density and m
−, m+ are

mass transfer rates related to evaporation and condensation in cavitation, respectively. The
density and dynamic viscosity of the mixture is calculated as

ρm = αvρv + (1− αv)ρl µm = αvµv + (1− αv)µl (3.2)

The non-dimensional parameters of interest in this study, including the cavitation number, drag
coefficient and the Reynolds number, are defined as

σv =
P − Pv
1
2ρlU

2
∞

Cd =
Fd

1
2ρlU

2
∞A

Re =
ρlU∞D

µl
(3.3)

where Pv, Fd and A are the vapor pressure, drag force and area of test section, respectively.

3.2. Turbulence model

The Reynolds stress can be modeled through the Boussinesq hypothesis according to the
following equation

τtij = µt
(∂ui
∂xj
+
∂uj
∂xi

)
− 2
3

(
ρk + µt

∂uk
∂xk

)
δij (3.4)

The standard k−ε turbulence model,which is based on the Boussinesq hypothesis with transport
equations for the turbulent kinetic energy k and its dissipation rate ε is adopted for the turbu-
lence closure. The turbulent viscosity µt, is computed by combining k and ε as µt = (ρmCµk

2)/ε,
and the turbulence kinetic energy and its rate of dissipation are obtained from the transport
equations as follows
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where Cµ is an empirical constant (0.09). Here, the model constants Cε1, Cε2, σk and σε are 1.44,
1.92, 1.0 and 1.3, respectively. The turbulent viscosity is used to calculate the Reynolds stresses
to close the momentum equations. To model the flow close to the wall, a scalable wall-function
approach has been adopted. The finite volume method is employed to discretize the integral-
differential equations. The second-order upwind scheme is applied to discretize the turbulent
transportation equations.

3.3. Cavitation model

To model the cavitating flows, the two phases of liquid and vapor as well as the phase
transition mechanism between them need to be specified. In this study, a “two-phase mixture”
approach is introduced by the local vapor volume, which has the spatial and temporal variation
of the vapor function, as described by the transport equation together with the source terms for
the mass transfer rate between the two phases. Numerical models of cavitation differ in terms of
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the mass transfer term ṁ. The most common semi analytical models are the Singhal cavitation
model (2002), Merkle model (1998), Schnerr and Sauer model (2001) and Kunz model (1999).
In the present study, the cavitation model developed by Singhal et al. (2002) is used. The
source terms included in the transport equation define vapor generation (liquid evaporation)
and vapor condensation respectively. The source terms are functions of local flow conditions
(static pressure and velocity) and fluid properties (liquid and vapor phase densities, saturation
pressure and liquid vapor surface tension). The source terms are derived from the Rayleigh-
Plesset equation, where high-order terms and viscosity terms can be found according to Singhal
et al. (2002)

ṁ− = Cevap
Vch
σ
ρlρv

√
2

3

pv − p
ρl

ρlαl
ρm

ṁ+ = Ccond
Vch
σ
ρlρv

√
2

3

p− pv
ρl

ρvαv
ρm

(3.6)

where Cevap = 0.02, Ccond = 0.01 and Vch =
√
k, pv, σ and k denote the saturated pressure of

liquid, surface tension and turbulence energy, respectively.

4. Numerical method

Numerical simulation (Ansys CFX 14) can be used to detect cavitation in the cavitation flow
around the cone cavitator. It is important to note that ANSYS CFX uses the CV-FEM (control
volume-finite element) method, with the latter having superior performance with the hexahedral
mesh than with the tetrahedral one, which tends to degrade the computing efficiency.
Given the application of the CV-FEM method in ANSYS CFX 14, the linearized momentum

and mass equations are solved simultaneously with an algebraic multi-grid method based on the
additive correction multi-grid strategy. The implementation of this strategy in ANSYS CFX has
been found to offer a robust and efficient prediction of the cavitation in pumps (Athavale et al.,
2002; Pouffary et al., 2003). The high resolution scheme is adopted in space discretization to
solve the differential equation as it has the second-order space accuracy.

5. Computational domain and boundary condition

The domain of the problem and boundary conditions are shown in Fig. 6.
The boundary conditions in the water tunnel are as follows:

• At the inlet, the velocity components, volume fractions, turbulence intensity and the length
scale are specified.

• At the outlet, the pressure, volume fractions, turbulence intensity and the length scale are
specified.

• The wall of the water tunnel and cavitator is assumed to be in no slip conditions.

The computational domain is 33d in length and 5d in diameter. To show the grid indepen-
dency of the results, grids similar to that of Fig. 7 are used. Then, length and diameter cavity
fractions are calculated and plotted in Fig. 8 at four different nodes (N = 120 000, N = 340 000,
N = 530 000 and N = 720 000 nodes). It is observed that changes between the last two grids are
small, so the grid with N = 530 000 nodes is chosen for the present study.In the total domain,
the structural grid with 530 000 nodes is formed. Figure 9 shows a 2D view of the mesh near
the cavitator. Since the interaction between the near-wall flow and cavity should be taken into
consideration, the near-wall mesh of the test body is well refined to ensure non-dimensional
normal distance from the wall. The value of y+ at the wall surface of the cavitator is smaller
than 100 (Fig. 9).
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Fig. 6. Boundary condition and domain extent. The figure is not to scale

Fig. 7. The structure grid near the body

Fig. 8. Variations in length and diameter of cavity fractions at four different nodes

6. Results and discussion

6.1. Drag coefficient

In this Section, the drag force and drag coefficient are investigated for different cavitators.
Figure 10 shows the drag force of the cavitator for 112 · 104 < Re < 148 · 104. It is observed
that the drag force rises at a certain slope when velocity is increased. Generally, the drag is
divided into pressure drag and viscous drag. The pressure remains constant in the cavity, but
by decreasing the flow velocity, the pressure rises in the tip of the cavitator. Thus, as the flow
velocity decreases, the friction drag drops and the pressure drag rises. This leads to overall
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Fig. 9. Mesh near the cavitator

Fig. 10. Variation of the drag force found experimentally with the Reynolds number

reduction of the total drag. Finally, the drag coefficient goes up because variation in the square
of velocity is greater than the total drag reduction (Eq. (3.3)2).

Figures 11a and 11b indicate the experimental and numerical drag coefficients versus the
cavitation and Reynolds numbers for various cavitator angles. A detailed comparison between the
numerical results and available experimental data shows their good agreement for various angles
of the cavitator. The results suggestthat the drag coefficient declines when the Reynolds number
is increased. Figure 11b shows that at a constant Reynolds number, the drag coefficient increases
proportionally to a rise in the cavitator angle. Equation (3.3)1 illustrates the relation between
flow velocity and the cavitation number. In the range of Reynolds numbers tested, the cavitation
number variation is reduced with an increase in the cavitator angle (Fig. 11b). For 112 · 104 <
Re < 148 · 104, by increasing the angle of the cavitator, changes in the cavitation number are
lessened, and the slope of the drag coefficient versus the Reynolds number is reduced. In other
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words, by increasing the angle of the cavitator, similar changes occur in the square velocity
and the drag force (Eq. (3.3)2). Also, changes in the drag coefficient and cavitation number are
similar for different cavitator types. For example, in a 60◦ cone cavitator, the cavitation number
variation is as small as the drag coefficient variations.

Fig. 11. Variation of the drag coefficient with the Reynolds number (a) and with the cavitation
number (b)

6.2. Cavity shape

Figure 12 shows the effect of velocity variations on the cavity shape in the 30◦ cone cavitator.
The results indicate that the effect of velocity on the length of cavity is not significant. In Fig. 13,
the shape of cavity for different cavitators at the velocity of 37m/s is displayed. The angle of
the cavitator can affect the shape and type of cavitation.

Figure 16 shows contours of the volume fraction and streamlines around the 30◦ cone cavi-
tator. Figures 15 and 16 show contours of the pressure coefficient and turbulent eddy viscosity
of the fully developed cavitating flow around the 45◦ cone cavitator with the cavitation number
of 0.33. A comparison of Figs. 15 and 16 shows that the turbulent eddy viscosity is larger where
the cavity is closed as a result of the re-entrant jet. Also, it is observed that the cavity pressure
remains constant and where the cavity is closed, the pressure value peaks and then drops gra-
dually. Thus, using this phenomenon, the length of cavity is estimated. For instance, when the
flow velocity is 32m/s, the cavity length of the 30◦ cavitator will be 30.9mm (Fig. 17).

The shape of the simulated cavity is compared with the one shown for the 30◦ cone cavitator
in Fig. 18. As can be seen, there is a good qualitative agreement between the experimental and
numerical results obtained using CFX.

The experimental and numerical results indicate that with an increase in the Reynolds
number, the maximum diameter of cavity rises to reach a nearly constant value. According
to Fig. 19a, the relationship between flow velocity and natural cavitation numbers is weakened
as the angle of the cavitator decreases. Moreover, the curve slope decreases as the Reynolds
number rises. For lower angles, the results reveal that the maximum diameter of cavity remains
constant as the cavitation number increases (Fig. 19b). For example, for 45◦ and 60◦ cavitators,
the variation in the maximal diameter of cavity is negligible because the cavitation number
variation is insignificant.

Figures 20a and 20b indicate the non-dimentionalized supercavity length for 30◦, 45◦ and
60◦ cone cavitators for which a comparison of the numerical and experimental results have been
made. Figure 20a shows that the increased Reynolds number enlarges the cavity length at a
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Fig. 12. Experimental results related to formation, evaporation, and condensation of supercavitation
around the 30◦ cone cavitator in the water tunnel under different velocities

Fig. 13. Experimental results related to formation, evaporation and condensation cavity at different
cavitators in the water tunnel at a velocity of 37m/s; (a) 30◦ cone cavitator, (b) 45◦ cone cavitator,

(c) 60◦ cone cavitator

Fig. 14. Streamlines and water volume fraction contours around the 30◦ cone cavitator at the velocity
of 37m/s
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Fig. 15. Pressure coefficient contours around the 45◦ cone cavitator

Fig. 16. Turbulent eddy viscosity contours around the 45◦ cone cavitator

Fig. 17. Cavity length of the 30◦ cone cavitatorat v = 32m/s
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Fig. 18. The shape of the natural cavity from experiments and simulations at v = 28m/s for the 30◦

conecavitator

Fig. 19. Variation of the maximum cavity diameter (a) with the Reynolds number and (b) with the
cavitation number for various types of cavitators

Fig. 20. Cavity lengths variation (a) with the Reynolds number and (b) with the cavitation number for
various types of cavitator
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constant slope.The length of the supercavity increases exponentially when the cavitation number
decreases (Fig. 20b). Also, by increasing the angle of the cavitator, the cavity length variation is
augmented. The results indicate that the cavity length is associated with the cavitation number
and flow velocity along with a number of other parameters like geometry of the cavitator. Note
that the cavitator length for higher angles rises significantly with an increase in the Reynolds
number. A comparison of the numerical and experimental results confirms the acceptable level
of accuracy.

7. Conclusion

In this paper, the cavitating flow around some cone cavitators is studied both numerically and
experimentally. The experimental tests are carried out in a semi-open loop water tunnel. The
effects of the cone angle of cavitators, magnitude of the free stream velocity and the cavitation
number on the shape of the formed cavity and their drag coefficients are investigated.

To sum up, the following conclusions can be drawn:

• A good agreement is found between the numerical and experimental results, indicating
that the proposed method is capable of predicting the cavitating flow to calculate both
the cavity shape and its length.

• The cavity length is directly proportional to the cone angle of the cavitator. Thus, a way
to increase the cavity length is to increase the cone angles of the cavitators.

• The drag coefficient of bodies drops as the cavitation number decreases. The drag coeffi-
cient variation is similar to cavitation number variation. If the Reynolds number remains
constant, a decrease in the cone angle of the cavitator reduces the drag coefficient down
to approximately 40%. Also, by increasing the cavitation number from 0.25 to 0.32, the
drag coefficient is increased by 28% for the cavitator of 30◦ cone angle.

• The maximum diameter of the cavity shape and its length decrease as the cavitation
number increases. For a cavitator with a 60◦ cone angle, the reduction of the maximum
diameter and length of the cavity is 1.2 and 6.3 times greater than in the 30◦ cone cavitator
respectively.

• For a free-stream velocity of v = 28m/s, the difference of cavity length for the three
cavitators is almost negligible (2.2 cm), but with an increase in the flow velocity, the
displacement of cavity length for the three cavitators is increased. The cavity diameter is
reduced as the flow velocity declines at a constant rate for the three cavitators. Also, by
increasing the Reynolds number from 112 · 104 to 148 · 104, the cavity length increases by
about 95 to 375% for the 60◦ cone cavitator.
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Due to significant improvement of thermal performance and other properties of nanofluids,
this group of liquids is in high demand. According to the literature, the effect of nanopar-
ticles on boiling heat transfer enhancement or degradation is not the same among different
investigations. In the present article, the pseudo-potential multiphase lattice Boltzmann me-
thod is used to simulate nucleate pool boiling with two different fluids: a pure liquid and a
nanofluid. The current results indicate that the contact angle is the same for both the fluid
and nanofluid when the vapor bubble detachment occurs. Also, bubble departure diameter
is greater in the base liquid while bubble release frequency is higher in the nanofluid. In
brief, the present results demonstrate that using a nanofluid instead of its base fluid will
increase the boiling heat transfer coefficient.

Keywords: pool boiling, nanofluid, lattice Boltzmann method, heat transfer

1. Introduction

Boiling and two phase flow phenomena are observed in many industrial processes and applica-
tions, such as refrigeration, air-conditioning, energy conversion systems, heat exchange systems,
thermochemical processes, cooling of high-power electronic components, cooling of nuclear re-
actors, food, as well as space applications (Barber et al., 2011). Enhancement of boiling heat
transfer may improve energy efficiency and achieves significant reduction of energy consump-
tion. In other words, for industrial boiling systems, the enhancement of boiling heat transfer
may cause an enormous increase in the power level of boilers without any increase in size or ope-
rating temperature. For this purpose, many researchers used nanofluids to enhance boiling heat
transfer and convective boiling performance (Ahn et al., 2010; Cheng, 2009; Cheng et al., 2008;
Das et al., 2003; Kim, 2007; Kwark et al., 2010; Lee and Mudawar, 2007; Taylor and Phelan,
2009; Wang and Mujumdar, 2007; You et al., 2003). Nanofluids are practical liquid suspensions
containing particles that are smaller than 100 nm. With some enhanced properties, they ha-
ve wide potential applications for intensifying heat transfer and energy efficiency in a variety
of systems (Huminic and Huminic, 2011; Kole and Dey, 2012; Park et al., 2009; Zeinali Heris,
2011). However, the study of nanofluid two-phase flow and thermal physics is still in the initial
stages. Considering the lack of theoretical knowledge of the underlying mechanism of boiling
heat transfer with and without nanoparticles, further investigations in this field of research are
exceedingly in demand. Basically, this phenomenon is very complicated because of nonlineari-
ty of the boiling process. Besides, in some numerical models such as Level Set and Volume of
fluid (VOF) methods (Hirt and Nichols, 1981; Osher and Sethian, 1988), the interface tracking
process increases the complexity of the problem and the computational costs.
As an effective numerical approach, the Lattice Boltzmann Method (LBM) has been success-

fully applied to simulate fluid flow and transport phenomena. Unlike conventional CFD methods,
the LBM is based on microscopic models and mesoscopic kinetic equations. The main advanta-
ges of LBM are the simplicity of programming and the parallelism of the algorithm. Therefore,
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this method is an appropriate technique for modeling single component hydrodynamics, multi-
phase and multicomponent flows (Sukop and Thorne, 2007). Researchers have developed LBM
to find a precise model for multiphase flows, such as the color function model (Rothman and
Keller, 1988), the interaction potential model (Shan and Chen, 1993) and the free energy model
(Swift et al., 1996). Their new models have been successful to some extent. To model multiphase
problems, there are some defects in traditional CFD methods. For example, the difficulty in
the implementation of interface tracking between immiscible phases, but the LBM is capable
of incorporating these interactions without tracking. In addition to this important property,
no assumptions or empirical correlations are used in the LBM method. Moreover, the lattice
Boltzmann studies for nucleate boiling have been performed by some researchers as well. They
have investigated the vapor bubble behavior and claimed that their numerical results could be
considered as a basic work or reference for application of boiling performances (Cheng et al.,
2010; Dong et al., 2010; Hazi and Markus, 2009; Inamuro et al., 2004; Jain and Tentner, 2009;
Liu et al., 2010; Sun et al., 2013; Yang et al., 2001; Zhang and Chen, 2003; Zheng et al., 2006).

Although, a significant number of researches exist on the pool boiling of nanofluids focused
on heat transfer performance including the critical heat flux and heat transfer coefficient, the
investigations of the nanoparticle influence on the bubble dynamics are quite limited. Also these
studies do not fully explain the mechanism responsible for the augmentation or deterioration of
the heat transfer coefficient in nanofluids, and some of them are inconsistent as well. However,
most of the previous works have described the surface modification or the interaction between
the nanoparticles and liquid vapor interface (Phan et al., 2010; Vafaei and Wen, 2010). Vafaei
and Wen (2010) examined dynamics of a gas bubble in a nanofluid made of gold nanoparticles.
The bubble was not formed by boiling but gas was injected in the liquid with a nozzle. They
demonstrated that the nanoparticles significantly affect the bubble growth. The bubble growth
during boiling has been studied using a pure liquid on nano coated surfaces; this was the work
done by Phan et al. (2010). Effect of surface wettability was investigated for several surfaces
with various nano-coatings. It was found that a higher surface wettability increases the bubble
departure radius and decreases the bubble release frequency. Therefore, in this study, the mul-
tiphase (liquid and vapor phases) lattice Boltzmann method based on a pseudo-potential model
is applied to simulate pool-boiling nanofluids. Moreover, the current work examines dynamic
growth of vapor bubbles in a nanofluid as well as the governing thermal effects. The effective
parameters such as growth time, waiting time, bubble release frequency and bubble detachment
diameter, which govern the heat transfer from the heater surfaces to the boiling fluids are obta-
ined and compared for both pure liquids and nanofluids. Besides, the heat transfer performance
for nanofluids relative to base fluids is studied as well.

2. Model description

2.1. Dynamic and thermal Lattice Boltzmann model

The density distribution function and the temperature distribution function are needed to
simulate the phase change process in the LBM method. In the case that forces and potentials act
on the particles, there are some methods to incorporate the force term in the LBM model (Shan
and Chen, 1993; Guo et al., 2002; Buick and Greated, 2000). Kupershtokh (2004) showed that the
Exact Difference Method (EDM) has better accuracy compared with other methods. Therefore,
the evolution equation of the density distribution function is written as follows (Kupershtokh,
2004)

fi(x+ ei∆t, t+∆t)− fi(x, t) = −
1

τ
[fi(x, t)− f eqi (x, t)] +∆fi(x, t) (2.1)
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where fi(x, t) is the particle distribution function, ei is the lattice velocity vector; τ is the velocity
relaxation time, ∆t is the time step, ∆fi(x, t) is the force term. The equilibrium distribution
function is taken as

f eqi = ωiρ
[
1 + 3

eiu

c2
+
9

2

(eiu)
2

c4
− 3
2

u2

c2

]
(2.2)

In Eq. (2.2), c = ∆x/∆t is the lattice speed (∆x is the lattice spacing) and ωi are the weight
coefficients. For D2Q9 scheme, the weighting coefficients ωi are given by ω0 = 4/9, ω1−4 = 1/9
and ω5−8 = 1/36. The discrete lattice velocity vector ei is given as

ei =





(0, 0) i = 0

(±1, 0)c, (0,±1)c i = 1, . . . , 4

(±1,±1)c i = 5, . . . , 8

(2.3)

The force term in EDM is calculated from

∆fi(x, t) = f
eq
i (ρ,u+∆u)− f

eq
i (ρ,u) (2.4)

where ∆u = (∆t/ρ)F is the velocity change due to the force term. The density and velocity of
the fluid are given by

ρ(x, t) =
∑

i

fi(x, t) ρ(x, t)u(x, t) =
∑

i

fi(x, t)ei (2.5)

The evolution equation of the temperature distribution function is

gi(x+ ei∆t, t+∆t)− gi(x, t) = −
1

τθ
[gi(x, t) − geqi (x, t)] + ωiφ∆t (2.6)

In Eq. (2.6), τ0 is the relaxation time; φ is the source term which is responsible for the phase
change derived by Gong and Cheng (2012). Then, the equation for the phase change is as follows

φ = T
[
1− 1

ρcv

( ∂p
∂T

)
ρ

]
∇ ·U (2.7)

geqi is the equilibrium distribution function for temperature given by

geqi = ωiT
[
1 + 3

eiU

c2
+
9

2

(eiU)
2

c4
− 3
2

U2

c2

]
(2.8)

When any force exists in the system, the real fluid velocity is modified by ρU =
∑
i eifi+F∆t/2.

Also, the temperature is obtained as follows

T (x, t) =
∑

i

gi(x, t) (2.9)

Moreover, the thermal diffusivity and kinematic viscosity are calculated from

α = c2
(
τθ −
1

2

)∆t
3

ν = c2
(
τ − 1
2

)∆t
3

(2.10)

In the current work, F represents multiphase flow and is a resultant vector of interparticle
interaction forces. It contains forces responsible for phase separation, gravity and interaction
between the solid surface and the fluid.
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2.1.1. Multiphase lattice Boltzmann model

In this investigation, the pseudo-potential proposed by Shan and Chen (1993) is used. The
separation of different phases microscopically is due to interaction between the molecules of a
fluid (Shan and Doolen, 1995). The interparticle interaction force can be expressed as (Yuan
and Schaefer, 2006)

Fint(x, t) = −c0gψ(x, t)∇ψ(x, t) (2.11)

where c0 is a constant depending on the lattice structure, and for the D2Q9 model it is equal
to 6.0. The coefficient for the strength of the interparticle force is g, with g > 0 representing
a repulsive force between the particles and g < 0 an attractive force. ψ(x) is called “effective
mass” which is defined as a function of x through its dependency on the local density, and is
specified by the equation of state with the following equation for present simulation

ψ(ρ) =

√
2(p − ρ/3)

c0g
(2.12)

The modified expression for the interparticle interaction force proposed by Gong and Cheng
(2012) is used to improve the accuracy of the multiphase model

Fint(x) = −βc0ψ(x)g∇ψ(x) −
1− β
2

c0g∇ψ2(x) (2.13)

where β is the weighting factor (for Peng-Robinson equation of state, β = 1.16).

For numerical evaluation of the gradient term ∇ψ in a D2Q9 lattice, both nearest and next-
nearest sites have been used, which gives a six-point scheme for two dimensions, i.e.

∂ψ(i, j)

∂x
= c1[ψ(i+ 1, j) − ψ(i− 1, j)]

+ c2[ψ(i + 1, j + 1)− ψ(i − 1, j + 1) + ψ(i+ 1, j − 1)− ψ(i− 1, j − 1)]
∂ψ(i, j)

∂y
= c1[ψ(i, j + 1)− ψ(i, j − 1)]

+ c2[ψ(i + 1, j + 1)− ψ(i + 1, j − 1) + ψ(i− 1, j + 1)− ψ(i− 1, j − 1)]

(2.14)

c1 and c2 are weighting coefficients for the nearest and next nearest sites, respectively. In this
article, c1 = 4c2 = 1/3 proposed by Yuan and Schaefer (2006) have been used.

In addition to the interparticle forces, if the problem includes a solid wall boundary, it is
essential to consider the forces between the fluid particles and surfaces. This interaction force
can also model the wettability of the surface with the fluid, defined as

Fads(x) = −Gadsψ(x)
∑

i

ωis(x+ ei∆t)ei (2.15)

The adsorption coefficient parameter Gads (in Eq. (2.15)) controls the strength of the force
between the wall and fluid; s is the switch that takes a value of one if the site at x+ ei∆t is a
solid and is zero otherwise.

On the other hand, the gravity force is given by

Fgravity(x) = G[ρ(x)− ρave] (2.16)

where G is the acceleration of gravity and ρave the average density of the whole computation
domain at each time step.
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2.1.2. Equation of state (EOS)

According to the definition of the equation of state (EOS), if there is no interaction force,
the fluid will behave like an ideal gas, however, by selecting a more realistic EOS, a better
performance will be obtained from the LBE simulation. Yuan and Schaefer (2006) discussed a
non-ideal EOS. Referring to those results, the Peng-Robinson EOS is more accurate for real
gases. So, in this study, P-R EOS has been chosen; the constants of this equation have been set
as a = 2/49, b = 2/21 and R = 1

p =
ρRT

1− bρ −
aρ2ε(T )

1 + 2bρ− b2ρ2 a = 0.45724
R2T 2c
Pc

b = 0.0779
RTc
Pc

(2.17)

where

ε(T ) =

[
1 + (0.37464 + 1.54226ω − 0.26992ω2)

(
1−

√
T

Tc

)]2

with ω as the acentric factor.
At the critical point, ∂Pc/∂ρc = 0 and ∂

2Pc/∂ρ
2
c = 0 should be satisfied (and therefore

Tc = 0.0729 and Pc = 0.0595). In the current investigation, dimensionless variables such as
T/Tc, ρ/ρc and all other variables are chosen based on the lattice unit. As it was previously
presented (Liu and Cheng, 2013), the liquid-vapor interface is defined as the location where the
density is at ρi = (ρl + ρv)/2.

2.2. Nanofluid properties

The properties of nanofluids may be defined in terms of ϕ (volume fraction of nanoparticles),
thermo-physical properties of nanoparticles and pure liquid.

The effective dynamic viscosity of the nanofluid µnf in the present work has been calculated
based on the model given by Brinkman (Brinkman, 1952)

µnf =
µf

(1− ϕ)2.5 (2.18)

where µf , ϕ are viscosity of fluid and volume fraction of the particles, respectively.

Also, the effective density of the nanofluid is obtained from

ρnf = (1− ϕ)ρf + ϕρp (2.19)

In Eq. (2.19), ρnf , ρf and ρp are the density of the nanofluids, base fluid and nanoparticles,
respectively.

For the specific heat capacity of the nanofluid Cpnf at constant pressure, the following
expression is used

ρnfCpnf = (1− ϕ)ρfCpf + ϕρpCpp (2.20)

Cpf and Cpp in Eq. (2.20, are the specific heat capacities at constant pressure for the base fluid
and nanoparticles, respectively.

The thermal conductivity of nanofluid knf is determined by (Hamilton and Crosser, 1962)

knf
kf
=
kp + 2kf − 2ϕ(kf − kp)
kp + 2kf + ϕ(kf − kp)

(2.21)

where kf is thermal conductivity of water and kp is thermal conductivity of nanoparticles.
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3. Results and discussion

3.1. Coexistence curve and surface tension

First, simulation has been done for a single component multiphase flow to assess validity of
the proposed model. A 150× 150 lattice structure and periodic boundary condition were chosen
for all directions. A bubble (droplet) with radius of 5 lattice nodes was placed in the center.
Simulation proceeded until equilibrium was reached. Densities of the vapor and liquid are shown
in Fig. 1. Analytical solution given by the Maxwell construction is also displayed. It is clear
that the liquid and vapor branches of the coexistence curve are reproduced quite well. Tr and
ρr represent the reduced temperature and reduced density, respectively, which were defined the
same as the dimensionless temperature and density.
In addition, if the initial density is set to be randomly distributed around the critical density,

phase separation will occur for temperatures below the critical value. After 40000 time steps,
the steady state is reached and the phase separation ultimately leads to a single droplet in the
vapor phase or vice versa.

Fig. 1. Coexistence curve

Fig. 2. Comparison of the simulation results with the Laplace equation

Also, the surface tension coefficient for the P-R equation of state at different temperatures
is calculated by measuring the density and finding the pressure difference inside and outside the
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bubble (droplet) using the EOS. The results shown in Fig. 2 indicate a linear dependence of the
inverse radius on the pressure difference for the liquid. According to the Laplace law, for the 2D
bubble (droplet) one can estimate the surface tension given as follows: ∆p = σ/R.

3.2. Bubble growth and departure in pool boiling for pure liquid

To simulate bubble growth and its departure from the heated horizontal thermal surface in
pool boiling, a rectangular domain with periodic lateral directions is used. A non-slip solid wall
with constant temperature is employed at the bottom of the domain. Constant temperature
and constant pressure (corresponding to the saturated pressure of Tbulk ) are specified at the top
boundary. A 150 × 450 lattice structure is generated for computation purposes. By applying
different mesh sizes, the bubble departure and bubble growth are independent of the mesh size.
Initially, the computational domain has been occupied by the liquid phase at the temperature
Tbulk = 0.82Tc, and the temperature Tw has been specified as 0.88Tc at the wall boundary.

A spherical bubble with a radius of three lattice units has been initially located at coordinates
(75, 0). The present numerical model requires some setting in the parameters before the start of
bubble growth, e.g. dimensionless gravity to be set as G = +0.00002 in the y direction. Also, by
varying the parameter Gads, which specifies the strength of the contribution force between the
fluid particle and surfaces, the complete range of contact angles can be obtained. For example,
Gads = −0.1 corresponds to 90◦ contact angle. The nondimensional time step has been created
by length and velocity scales as follows

l0 =

√
σ

G(ρL − ρV )
U0 =

√
Gl0 t∗ =

tU0
l0

(3.1)

where σ is the surface tension.

Profiles of vapor bubble growth and departure from a heated wall are shown in Fig. 3.
The growth and departure of the vapor bubble from the solid heating surface are dynamic
processes for which the momentum and energy exchanges between the growing bubble and the
surrounding liquid must be considered. At the first stage, the growth of the bubble requires a
certain amount of energy from the heating surface to vaporize the surrounding liquid. In the
next stage, the bubble departure is determined by the net forces acting on the bubble during its
growth. Buoyancy has often played a major role between the forces that act on the bubble such
as surface tension and dynamic forces.

Fig. 3. Bubble (a) expanding and (b) departure process
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In Fig. 4, vapor bubble streamlines and interfaces are shown before and after its detachment.
The dynamic behavior of the bubble is growth, departure and rise due to the action of buoyancy.
These are clearly shown in Figs. 3 and 4. It is noted that the induced velocity causes transfor-
mation of the natural convection process into localized forced convection and increases heat
transfer by moving the cold fluid towards the superheated wall. It is found that the simulation
results of the bubble dynamics and growth pattern shown in Figs. 3 and 4 are similar to the
results of the available experimental data of Mukherjee and Dhir (2004).

Fig. 4. Flow fields at various time (a) t∗ = 15.74, (b) t∗ = 43.3, (c) t∗ = 55.11

In the early stage, the growth of the vapor bubble is influenced by the over-pressure force and
controlled by the inertia as shown in Fig. 4a at t∗ = 15.74. Following this, the growth proceeds
until the buoyancy force overcomes the adhesion forces, which is shown in Fig. 4b and finally
the bubble departs (Fig. 4c).

Figure 5 indicates the relationship between the detachment diameters and the gravity ac-
celeration. The equivalent diameter for the growing bubble has been calculated according to a
hypothetical sphere with the same volume as the original bubble shape. The bubble departure
diameter is proportional to the inverse of the square root of the gravity acceleration. These
calculated results are in good agreement with other correlations previously presented by Fritz
(1935) and Phan et al. (2010). Their analytical analyses showed that the bubble departure dia-
meter is proportional to G−0.5 while the current LBM outcomes predict the variation of bubble
departure diameter to be proportional to G−0.51.

Fig. 5. Change in the bubble departure vs. gravity acceleration
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3.3. Dynamic growth of a bubble in a nanofluid

In the investigation of two-phase flow and boiling phenomena of nanofluids, aluminum oxide
nanoparticles are chosen because of their well-recorded thermal properties and widespread use
in such types of research. In this study, the nanofluid is assumed as one-component. On the
assumption of no slip and thermal equilibrium between the base fluid and nanoparticles, the
properties of nanofluids can be defined in terms of the ratio of the solid volume fraction of
the particles in a pure fluid ϕ. So, thermo-physical properties of the nanofluid such as thermal
conductivity, viscosity, liquid density and specific heat capacity are calculated based on equations
described in Section 2.2. Moreover, it is assumed that the nanoparticles do not have an important
role in the interparticle forces, consequently, the EOS for nanofluid can be considered equal to
that of the pure liquid (Kim et al., 2006; Kim et al., 2007).
In the present work, the base fluid is water and 1% volume fraction of nanoparticles is

added to the base fluid in order to investigate the effect of the bubble growth dynamics and
heat transfer. Thermo-physical properties of the selected nanoparticles and water at 20◦C are
reported in Table 1.

Table 1. Thermo-physical properties of water and nanoparticles

ρ [kg/m3] Cp [J/(kgK)] k [W/(mK)] α · 107 [m2/s]
Water (Bejan, 2013) 997.1 4179 0.613 1.47

Al2O3 (Abu-Nada, 2009) 3890 775 31.8 105

3.4. Bubble release frequency

When a bubble starts to grow on a heating surface, a specific amount of time (growing time tg)
is required until the bubble departs from the surface. On the other hand, a time interval, called
the waiting period tw is the duration between the release of one bubble to the nucleation of the
next at a given nucleation site. Accordingly, the bubble frequency is defined as f = 1/(tg + tw).
The present numerical results show that growing time and waiting period for nanofluids are

shorter than in their base pure liquids. For example, the times for bubble dynamics in nanofluids
are t∗ = 11.81102, 27.55906, and 43.66929, respectively, and the flow patterns are similar to the
bubble dynamics in the liquid phase as shown in Fig. 4. It is obvious that these time values are
much lower than in pure liquids, which leads to an increase in the bubble release frequency of the
nanofluid. Reduction of these times for the nanofluids relative to the base liquids for different
time steps at the growing process is 25, 36, and 21%, respectively. Also, at this condition the
bubble release frequency for the nanofluid is 27% higher than for the base liquid.

Figure 6 depicts a comparison between numerical results of the time variation of bubble
diameter for the pure liquid and nanofluid with 1% volume fraction of aluminum oxide nano-
particles. It appears that using the nanofluid makes the process of bubble growth and departure
faster than in the base fluid. As the time passes, the variation in diameter between the nanofluid
and the base fluid increases. Also the detachment diameter for the nanofluid is smaller than
in the base liquid, which is consistent with the increase in the bubble release frequency. This
phenomenon has been observed for all gravity accelerations investigated in this work.

The growth time of a vapor bubble for the nanofluid and the pure liquid is shown in Fig. 7.
Differences in the growth time between the nanofluid and the base fluid decrease with the
increasing acceleration of gravity. In fact, buoyancy is the force that overcomes surface tension at
the bubble base and pulls the bubble from the surface. Moreover, the change of bubble departure
with gravity acceleration for the nanofluid is similar to that of the base fluid as shown in Fig.5.
However, it should be noted that the bubble radius at the time of detachment is decreased for
the nanofluid in comparison to the pure fluid for all gravity accelerations. Reduction of the
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Fig. 6. Bubble diameter variation for the nanofluid and base liquid

Fig. 7. Plot of growing time versus gravity acceleration for the nanofluid and base fluid (water)

departure diameter for the bubble with the gravity acceleration for the nanofluid is slightly
higher than that for the base liquid.
In the current investigation, problems that possibly occur in experimental works such as

particle deposition do not exist. In other words, on this assumption, the bubble dynamics is
independent of the heating surface or at least this factor does not have an effective role. Indeed,
the deposition of particles on the heating surface could change surface roughness. This could
lead to an increase in the number of nucleation sites or, conversely, it could reduce thermal
conductivity that provides a barrier to heat transfer and decreases bubble generation. Thus, this
explanation can be one of the reasons for inconsistency in the previous researches. The contact
angles of the detaching vapor bubble for the nanofluid and base fluid with the same Gads and
acceleration of gravity, are similar (see Fig. 3).
It is possible to estimate the power absorbed by a bubble during its growth. The power

required to grow a bubble by evaporation for both the nanofluid and the base fluid is obtained
from the following equation

p(t) = ρvhlv
dV

dt
= m◦hlv (3.2)
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According to thermodynamic relations, the specific latent heat (hlv) is derived by Gong and
Cheng (2013) for any equation of state. The vaporization power calculated for nanofluids and
water is shown in Fig. 8. From this figure, it is obvious that the power is increasing as the
bubble grows for both the base fluid and nanofluid. At the beginning, the growing power for the
nanofluid is greater than that of the base fluid. However, after a while, the bubble in the base
fluid increases in volume, therefore the evaporation heat flux will be increased and, finally. the
power heat fluxes for both the base fluid as well as the nanofluid become approximately equal.
On the other hand, because the bubble release frequency for the nanofluid is greater than of the
base fluid, eventually the nanofluid will absorb more power than the base fluid.

Fig. 8. Power required for vaporization

In the present work, the heat transfer coefficients during nucleate pool boiling have been
investigated as well. The heat transfer coefficient associated with the boiling process is computed
from the following equation

havg =
1

A

∫

A

q

∆T
dA q = keff

∂T

∂y

∣∣∣∣∣
w

(3.3)

where keff is thermal conductivity of the nanofluid. The heat transfer coefficient could be avera-
ged over the area and time. Time averaging is calculated during one cycle, from the initial stage
to bubble detachment.

The heat transfer coefficient enhancement compared to the base fluid is displayed in Fig. 9. By
increasing the temperature difference, the increment in the heat transfer coefficient tends to be
larger, although a slight increase in the heat transfer coefficient with temperature difference has
been observed. The maximum enhancement of the heat transfer coefficient is 18%. The main
reason for the increase of the heat transfer coefficient is the modification of thermo-physical
properties of the nanofluid. For example, these properties such as thermal conductivity and
thermal diffusivity of the nanofluid are improved and enhanced in comparison to the base fluid.
From these results, the heat transfer in microlayer vaporization is greater and leads to an increase
in the growth of the vapor bubble. In this work, the nanofluid is considered homogeneous,
therefore, in the microlayer aggregation of nanoparticles does not occur relative to other regions,
and thermo-physical properties in all regions are identically developed. Furthermore, in the
previous experimental researches, it has been shown that the suspended nanoparticles in the
base liquid decrease the radius of the bubble and, therefore, more active sites on the heating
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surface occur. Consequently, the boiling heat transfer coefficient increases, which is consistent
with the present results (Raveshi et al., 2013; Kim and Kim, 2009; Yang and Liu, 2011).

Fig. 9. Enhancement of the heat transfer coefficient versus ∆T

4. Conclusion

In this research, based on the pseudo-potential multiphase lattice Boltzmann method as well as
the modified LBM thermal model, the bubble growth and departure from a horizontal heated
surface are investigated for a pure liquid and a nanofluid. The comparison of the present results
with those of analytical studies reveals that the current numerical results are in good agreement
with the analytical solution.
To answer the question of whether nanofluids can cause the enhancement of pool boiling heat

transfer performance or not bubble growth, the diameter of departure, contact angle and bubble
release frequency of nanofluid are examined in the present work. By comparing the results
of nucleate pool boiling for a 1% volume fraction nanofluid and those for the base fluid, the
following results are observed. The bubble diameter at detachment is smaller for the nanofluid
in comparison to its base liquid. Also, the power heat flux absorbed by the vapor bubble in the
nanofluid is greater than in the pure liquid. Moreover, the bubble release frequency is higher
for the nanofluid. In addition, the contact angle has been found to be similar for both fluids.
Considering the above results, it is concluded that all three phenomena, smaller growing and
waiting time, improved thermo-physical properties and smaller bubble departure diameter in
the nanofluid, enhance the heat transfer coefficient.
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The article presents a two-temperature theory to study the thermally insulated stress-free
surface of a thermoelastic solid half-space due to an inclined load. The inclined load is a
linear combination of a normal load and a tangential load. The normal mode analysis has
been employed to solve the present problem. Variations of conductive and thermodynamic
temperatures, displacements, and stresses distributions with the horizontal distance have
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to the two-temperature parameter and the inclination angle on the field quantities. Results
of earlier works have been deduced from the present investigation as special cases.
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1. Introduction

Classical thermoelasticity theory is based on Fourier’s law of heat conduction, which, when com-
bined with other fundamental field equations, leads to coupled hyperbolic-parabolic governing
equations. These equations imply that thermal effects are to be felt instantaneously far away
from the external thermo-mechanical load. Therefore, this theory admits infinite speeds of pro-
pagation of thermoelastic disturbances. This paradox becomes especially evident in problems
involving very short time intervals or high rates of heat flux.
The heat equations for both the classical uncoupled theory and the coupled one by Biot

(1956) of the diffusion type predict infinite speeds of propagation for heat waves contrary to
physical observations. The classical uncoupled theory states that the elastic changes have no
effect on temperature. So, Biot (1956) formulated his theory to eliminate this paradox. At pre-
sent, there are several theories of hyperbolic thermoelasticity (Lord and Shulman, 1967; Green
and Lindsay, 1972) with one and two relaxation times. Both of these theories ensure finite
speeds of propagation for the heat wave. Green and Naghdi (1993) formulated another gene-
ralized thermoelasticity theory without energy dissipation. It included isothermal displacement
gradients among its independent constitutive variables. Recently, Zenkour (2015) presented a
unified theory that included different generalized and coupled thermoelasticity theories.
Sherief and Hamza (1996) solved a 2-D problem in spherical regions. Sherief and El-Maghraby

(2003, 2005) solved two problems including cracks in an infinite thermoelastic solid. A 2-D
problem for a half-space and for a thick plate under the action of body forces was solved
by El-Maghraby (2008, 2009). Allam et al. (2009) studied a 2-D problem of electromagneto-
thermoelasticity for a homogeneous isotropic perfectly conducting thick plate. Abouelregal and
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Zenkour (2013) presented the effect of fractional thermoelasticity in a rotating fibre-reinforced
thermoelastic medium. Zenkour and Abouelregal (2015) investigated a thermoelastic problem
of an axially moving microbeam subjected to an external transverse excitation.

The present article is concerned with investigations related to analytical expressions for di-
splacement, stress, and temperature distributions on the free surface of a thermoelastic medium
subjected to an inclined load. The governing equations are taken in the two-temperature ge-
neralized thermoelasticity model (for the two-temperature model, one can refer to (Chen and
Gurtin, 1968; Chen et al., 1969; Boley, 1956; Abbas and Zenkour, 2014; Zenkour and Abouelre-
gal, 2014a,b). Some comparisons are graphically shown to estimate the effect of the inclination
angle and the two-temperature parameters on all the studied fields.

2. Basic equations

The basic equations of motion for a linear, homogeneous and isotropic thermoelastic material
in the context of generalized thermoelasticity with two temperatures in the absence of the body
force take the following forms

µ∇2u+ (λ+ µ)∇ divu− γ∇θ = ρü (2.1)

where u denotes the displacement vector, θ = T−T0 denotes the thermodynamical temperature,
T0 is the reference temperature, λ and µ are Lamé’s constants, γ = (3λ + 2µ)αt, αt is the
coefficient of thermal expansion and ρ is the mass density. Note that the direct vector/tensor
notation is employed; also, an over dot denotes partial derivative with respect to the time
variable t.

The stress tensor σ associated with u and θ is given by the constitutive equation

σ = λ( divu)I+ µ[∇u+ (∇u)T]− γθI (2.2)

where I is the identity tensor and the suffix T is the transpose of the given vector.

The strain-displacement relations are

eij =
1

2
(ui,j + uj,i) (2.3)

where eij is the strain tensor.

The equation of entropy (energy equation) is

ρT0
∂η

∂t
= −qi,i +Q (2.4)

where η is the entropy per unit volume measured from the entropy of the reference state, qi are
the components of the heat flow vector, and Q is the applied heat flux.

The entropy-strain-temperature relation is

ρη = γekk +
ρCE
T0

θ (2.5)

where CE is the specific heat at constant strain and ekk = divu = e is the cubical dilatation.

The modified Fourier law is

qi + τ0
∂qi
∂t
= −Kϕ,i (2.6)
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where τ0 is the thermal relaxation time which will ensure that the heat conduction equation will
predict finite speeds of heat propagation, K is the thermal conductivity, and ϕ is the conductive
temperature measured from the temperature ϕ0 (ϕ0 = T0), which satisfies the relation

θ = ϕ− aϕ,ii (2.7)

where a is the two-temperature parameter (temperature discrepancy).Then the heat conduction
equation takes the form

(Kϕ,i),i =
(
1 + τ0

∂

∂t

)(
ρCE

∂θ

∂t
+ γT0

∂e

∂t
−Q

)
(2.8)

3. Statement of the problem

Let us consider a homogeneous thermoelastic half-space with two-temperatures occupying the
region z  0. The z-axis is taken perpendicular to the bounding plane pointing inwards. It is
assumed that the initial state of the medium is quiescent. The surface of the medium is subjected
to an inclined load. The inclined load is assumed to be a linear combination of the normal and
tangential load. A Cartesian coordinate system (x, y, z) is used. The present study is restricted
to plane strain parallel to the xz-plane. The problem is thus two-dimensional with all functions
considered depending on the spatial variables x and z as well as on the time variable t. The
problem is considered within the context of the theory of two temperature thermoelasticity.

The displacement vector u, thus, has the form

u = [u, 0, w] (3.1)

For the 2-D problem in the xz-plane, Eq. (2.1) can be written as

(λ+ 2µ)
∂2u

∂x2
+ (λ+ µ)

∂2w

∂x∂z
+ µ

∂2u

∂z2
− γ ∂θ

∂x
= ρ

∂2u

∂t2

(λ+ 2µ)
∂2w

∂z2
+ (λ+ µ)

∂2u

∂x∂z
+ µ

∂2w

∂x2
− γ ∂θ

∂z
= ρ

∂2w

∂t2

(3.2)

The generalized equation of heat conduction, Eq. (2.8), is written in the xz-plane as

K
(∂2ϕ
∂x2
+
∂2ϕ

∂z2

)
=
(
1 + τ0

∂

∂t

)(
ρCE

∂θ

∂t
+ γT0

∂e

∂t

)
(3.3)

and, Eq. (2.7) becomes

θ − ϕ = −a
(∂2ϕ
∂x2
+
∂2ϕ

∂z2

)
(3.4)

In addition, the constitutive relations may be reduced to

σxx = (λ+ 2µ)
∂u

∂x
+ λ

∂w

∂z
− γθ σyy = λ

(∂u
∂x
+
∂w

∂z

)
− γθ

σzz = (λ+ 2µ)
∂w

∂z
+ λ

∂u

∂x
− γθ σxz = µ

(∂u
∂z
+
∂w

∂x

) (3.5)
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4. Solution of the problem

Let us define displacement potentials Φ and Ψ which are related to the displacements u and w
as

u =
∂Φ

∂x
− ∂Ψ

∂z
w =

∂Φ

∂z
+
∂Ψ

∂x
(4.1)

Using the above relations in the governing equations, one obtains

c21∇2Φ−
∂2Φ

∂t2
=
γ

ρ
(ϕ− a∇2ϕ) c22∇2Ψ −

∂2Ψ

∂t2
= 0

K∇2ϕ =
(
1 + τ0

∂

∂t

)(
ρCE

∂

∂t
[ϕ− a∇2ϕ] + γT0

∂

∂t
(∇2Φ)

) (4.2)

and

σxx = λ∇2Φ+ 2µ
∂

∂x

(∂Φ
∂x
− ∂Ψ

∂z

)
− γ[ϕ− a∇2ϕ] σyy = λ∇2Φ− γ[ϕ− a∇2ϕ]

σzz = λ∇2Φ+ 2µ
∂

∂z

(∂Ψ
∂x
+
∂Φ

∂z

)
− γ[ϕ− a∇2ϕ] σxz = 2µ

∂2Φ

∂x∂z
+ µ

(∂2Ψ
∂x2
− ∂2Ψ

∂z2

)(4.3)

where

c21 =
λ+ 2µ

ρ
c22 =

µ

ρ
∇2 = ∂2

∂x2
+

∂2

∂z2
(4.4)

The initial conditions are given by

u(x, z, 0) = w(x, z, 0) = 0
∂u

∂t
=
∂w

∂t
= 0

θ(x, z, 0) = ϕ(x, z, 0) = 0
∂ϕ

∂t
=
∂θ

∂t
= 0

(4.5)

The following dimensionless variables are introduced

{x′, z′, u′, w′} = η0
c1
{x, z, u,w} {t′, τ ′0} = η0{t, τ0} η0 =

ρCEc
2
1

K

{Φ′, Ψ ′, a′} =
(η0
c1

)2
{Φ,Ψ, a} {θ′, ϕ′} = γ

ρc21
{θ, ϕ} σ′ij =

σij
µ

(4.6)

into Eqs. (4.2). After removing the primes, one obtains

∇2Φ− ∂2Φ

∂t2
= ϕ− a∇2ϕ ∇2Ψ − β2∂

2Ψ

∂t2
= 0

[
1 + η0a

∂

∂t

(
1 + τ0

∂

∂t

)]
∇2ϕ = η0

(
1 + τ0

∂

∂t

)(∂ϕ
∂t
+ ε

∂

∂t
(∇2Φ)

) (4.7)

where ε is the dimensionless thermoelastic coupling constant and β is the ratio of the longitudinal
waves speed to the shear waves speed

ε =
γ2T0

ρCE(λ+ 2µ)
β2 =

λ+ 2µ

µ

Here, we restrict our attention to the constitutive relations given by Eqs. (4.3)3,4. They become

σzz = 2
∂

∂z

(∂Ψ
∂x
+
∂Φ

∂z

)
+ (1− 2β2)∇2Φ− β2[ϕ− a∇2ϕ]

σxz = 2
∂2Φ

∂x∂z
+
∂2Ψ

∂x2
− ∂2Ψ

∂z2

(4.8)
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5. Normal mode analysis

The normal mode analysis is used to give exact solutions without any assumed restrictions on
temperature, displacement, and stress distributions (Cheng and Zhang, 2000; Allam et al., 2009).
The solution of the present field quantities can be decomposed in terms of the normal modes as

[u,w, ϕ, Φ, Ψ, σij ](x, y, t) = [u
∗, w∗, ϕ∗, Φ∗, Ψ∗, σ∗ij ](x)e

(ωt+iζz) (5.1)

where ω is the complex frequency, i =
√
−1, ζ is the wave number in the z-direction, and u∗(x),

w∗(x), ϕ∗(x), Φ∗(x), Ψ∗(x) and σ∗ij(x) are the amplitudes of the field quantities. Using Eq. (34),
Eqs. (4.7) take the forms

(D2−α1)Φ∗ = −a(D2−α2)ϕ∗ qε(D2−ζ2)Φ∗ = (D2−α3)ϕ∗ (D2−k23)Ψ∗ = 0
(5.2)

where

α1 = ζ
2 + ω2 α2 = ζ

2 +
1

a
α3 = ζ

2 + q k23 = ζ
2 + ω2β2

q =
ωη0(1 + τ0ω)

1 + η0aω(1 + τ0ω)
D =

d

dx

(5.3)

Eliminating ϕ∗(x) or Φ∗(x) in Eqs. (5.2)1,2, one gets the following fourth-order differential equ-
ation for ϕ∗(x) or Φ∗(x)

(D4 −AD2 +B){ϕ∗(x), Φ∗(x)} = 0 (5.4)

where

A =
α1 + α3 − qεa(ζ2 + α2)

1− qεa B =
α1α3 − qεaζ2α2
1− qεa (5.5)

Introducing ki (i = 1, 2, 3) into Eq. (5.4), one finds

(D2 − k21)(D2 − k22){ϕ∗(x), Φ∗(x)} = 0 (5.6)

where k21 and k
2
2 are the roots of the characteristic equation

k4 −Ak2 +B = 0 (5.7)

The roots of Eqs. (5.6) are given by

k21 =
1

2

[
2A+

√
A2 − 4B

]
k22 =

1

2

[
2A+

√
A2 − 4B

]
(5.8)

Keeping in mind that ϕ∗, Φ∗ → 0 as x→∞ for surface waves, the solution to Eq. (5.6) has the
form

{ϕ∗(x), Φ∗(x)} =
2∑

n=1

{mn(a, ω),Mn(a, ω)}e−knx (5.9)

where mn(a, ω) and Mn(a, ω) are specific functions depending on a and ω. Substituting Eqs.
(5.9) into Eqs. (5.2)2, one obtains the following relation

Mn(a, ω) = Hnmn(a, ω) n = 1, 2 (5.10)
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where

Hn =
k2n − α3

qε(k2n − ζ2)
n = 1, 2 (5.11)

Thus, one has

{ϕ∗(x), Φ∗(x)} =
2∑

n=1

{1,Hn}mn(a, ω)e
−knx (5.12)

From the regularity condition, one obtains

Ψ∗(x) = m3(a, ω)e
−k3x (5.13)

where m3(a, ω) is specific function depending on a and ω. Making use of solutions given in Eqs.
(5.12) and (5.13), one gets

u∗ = −
2∑

n=1

knHnmne
−knx − iζm3e−k3x w∗ = iζ

2∑

n=1

Hnmne
−knx − k3m3e−k3x (5.14)

Using Eqs. (3.4) and (5.9), one obtains

θ∗ =
2∑

n=1

[(1 + aζ2)− ak2n]mne
−knx (5.15)

Substituting Eqs. (5.12) and (5.13) into Eqs. (4.8), we obtain

σ∗zz =
2∑

n=1

Lnmne
−knx − 2iζk3m3e−k3x

σ∗xz = −2iζ
2∑

n=1

knHnmne
−knx + (ζ2 + k23)m3e

−k3x

(5.16)

where

Ln = [−2ζ2 + (1− 2β2)(k2n − ζ2)]Hn − β2[1− a(k2n − ζ2)] (5.17)

6. Applications

In what follows, the parameters mj (j = 1, 2, 3) will be determined. In a physical problem,
we should suppress the positive exponentials that are unbounded at infinity. Suppose that an
inclined line load F0 is acting along the interface on the x-axis and its inclination angle with the
z-axis is θ0.
The normal line load F1 is considered to be acting in the positive x direction on the sur-

face x = 0 along the z-axis, and the tangential load F2 is acting at the origin in the positive
x direction, then the boundary conditions on the surface y = 0 are

{σzz(0, z, t), σxy(0, z, t)} = −{F1, F2}e(ωt+iζz) (6.1)

where for the inclined line load F0 we have F1 = F0 cos θ0 and F2 = F0 sin θ0.
The surface x = 0 is thermally insulated, i.e. it satisfies the boundary condition

∂ϕ(0, z, t)

∂x
= 0 (6.2)
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Using the above boundary conditions, one readily obtains the following equations

2∑

n=1

Lnmn − 2iζk3m3 = −F1 − 2iζ
2∑

n=1

knHnmn + (ζ
2 + k23)m3 = −F2

2∑

n=1

knmn(a, ω) = 0

(6.3)

They may be written in the matrix form





m1
m2
m3




=




L1 L2 −2iζk3
−2iζk1H1 −2iζk2H2 ζ2 + k23

k1 k2 0




−1


− F1
−F2
0





(6.4)

which gives values of the three constants mj (j = 1, 2, 3). Therefore, the physical quantities of
the medium will be fully determined.

7. Numerical results

Numerical results of the thermodynamical temperature, conductive temperature, displacements
and stresseswill be presented here. In the present work, the thermoelastic solid half-space due to
an inclined load is analyzed by considering the medium made of Copper. The physical properties
of Copper is presented in Table 1.

Table 1. Physical data of Copper

Quantity Unit Value

K W/(mK) 368

ρ kg/m3 8954

CE J/(kgK) 383.1

αt 1/K 1.78 · 10−5
λ N/m2 7.76 · 1010
µ N/m2 3.86 · 1010
T0 K 293

The computations are carried out on the surface z = 1.0 at t = 0.15. The graphical results for
the dimensionless temperature distribution θ, conductive temperature ϕ, normal displacement u,
transverse displacement w, normal stress σzz, and tangential stress σzx are shown in Figs. 1 and 2
with F0 = 1, ω = ω0 + iξ, ω0 = 2, ξ = 0.1, ζ = 2.1. All the functions have been evaluated inside
the medium on the z-axis (z = 1.0) as functions of x.

A number of special cases are pertinent in this contribution:

• The equations of the coupled thermoelasticity (CTE) theory with one temperature are
obtained when τ0 = 0 and a→ 0.
• The equations of the coupled thermoelasticity (CTE theory) with two temperatures are
obtained when τ0 = 0 and a > 0.

• The equations of the Lord-Shulman (LS) theory with one relaxation time are retrieved
when τ0 > 0 and a→ 0.
• The equations of the generalized thermoelasticity with two temperatures are obtained
when τ0 > 0 and a > 0.
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Fig. 1. Variation of dimensionless (a) temperature distribution θ, (b) conductive ϕ,
(c) normal displacement u, (d) tangential displacement w, (e) normal force stress σzz ,
(f) tangential force stress σzx with distance x for different values of angle of inclination θ0

Figures 1a-1f give a comparison of the results obtained for the normal displacement u, tan-
gential displacement v, transverse normal stress σzz, tangential shear stress σzx, temperature
distribution θ and conductive temperature ϕ against the x direction for different values of the an-
gle of inclination θ0 (orientation of source) and the temperature discrepancy parameter remains
constant.
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We can see that the angle of inclination θ0 has significant effects on all the studied fields.
It has been observed that θ0 plays a vital role on the development of temperature, stress, and
displacement fields, in which the following is observed:

1. A significant difference in values of the studied fields is noticed for different values of the
angle of inclination θ0.

2. Values of temperature, conductive temperature and normal displacement in the fixed point
(x, z) increase when 0 ¬ θ ¬ π/4 and decrease when π/3 ¬ θ ¬ π/2 for the whole time t.

3. The maximum points of displacements w increase when θ0 increases.

4. Figure 1d shows that the behavior due to θ0 = 45
◦ and θ0 = 90

◦ is similar, and so for
θ0 = 30

◦ and θ0 = 60
◦.

5. The angle of inclination θ0 has large effects on the value of the tangential shear stress σzx
which means that σzx decreases with θ0.

6. Values of the normal stress σzz in the fixed point (x, z) decrease when 0 ¬ θ ¬ π/4 and
increase when π/3 ¬ θ ¬ π/2 at any moment t.

Figures 2a-2f show how the field results vary with different values of the dimensionless tem-
perature discrepancy. The case a → 0 indicates the old situation (one temperature 1TT) and
the cases a > 0 indicate the two-temperature theory (2TT).

The variation is very sensitive to the response of all field quantities. When a = 0, all quantities
exhibit different behavior. This shows the difference between the one temperature generalized
thermoelasticity of LS (1TT) and the two-temperature generalized thermoelasticity (2TT). Also,
Figs. 2a-2f show that this parameter has significant effects on all the field quantities. The waves
reach the steady state depending on the value of the temperature discrepancy. It can be observed
that a > 0 corresponds to a slower rate of decay than the case when a = 0. Once again, the
behavior of 2TT model may differ from that of 1TT model near the boundary plane. The model
of thermoelasticity with two temperatures predicts a finite speed of wave propagation, which
makes the generalized theorem of thermoelasticity more agreeable with physical properties of
the material.

8. Conclusions

Analysis of normal displacement, tangential displacement, transverse normal stress, tangential
shear stress, temperature distribution and conductive temperature due to mechanical load in
a semi-infinite generalized thermoelastic medium is an interesting problem of mechanics. The
generalized two-temperature theory of thermoelasticity in the context of Lord and Shulman’s
(LS) model is used to solve this problem. A normal mode technique has been used which is
applicable to a wide range of problems of thermoelasticity. This method gives exact solutions
without any assumed restrictions on the actual physical quantities that appear in the governing
equations of the problem considered. The effects of the angle of inclination as well as the two-
temperature parameter on the field variables are investigated. The results concluded from the
above analysis can be summarized as follows:

• It is seen that the values of all the field variables are significantly dependent on the two-
temperature parameter.

• According to the theory of thermoelasticity with two temperatures, we have to construct
a new classification for materials according to their fractional parameter. This parame-
ter becomes a new indicator of the material ability to conduct heat under the effect of
thermoelastic properties.
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Fig. 2. Variation of dimensionless (a) temperature distribution θ, (b) conductive ϕ,
(c) normal displacement u, (d) tangential displacement w, (e) normal force stress σzz ,

(f) tangential stress σzx with distance x for different values of temperature discrepancy parameter a

• It is also observed that the theories of coupled thermoelasticity and generalized thermo-
elasticity with one relaxation time can be obtained as limit cases.

• According to this work, one can consider the theory of two-temperature generalized ther-
moelasticity as an improvement of the study on elastic materials.
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• The properties of the body largely depend on the direction of symmetry and the inclination
of the applied source.

• Significant difference in values of the studied fields is noticed for different values of the
angle of inclination.
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In this article, an inverted pendulum system is set up to explore the dynamics of a horizon-
tally driven pendulum which exhibits a great variety of dynamical behavior and appears in a
wide range of applications in the field of engineering. The facility is efficient to experimental-
ly explore two kinds of coexisting movement patterns in the horizontally driven pendulum,
i.e. in-phase and anti-phase patterns between the angular velocity of the pendulum rod and
the direction of the driving forces. Theoretical analysis is applied to reveal the regimes of
the coexistence of the two movement patterns, which is promising to control the system to
a desired pattern.

Keywords: horizontally driven pendulum system, bifurcation, basin stability

1. Introduction

The study of pendulum motion is a classical problem in physics since it reveals the basic mo-
vement in the world of nature (Mokha et al., 1991; Wu et al., 2012a), ranging from physics,
chemistry ecology and economics to biology (Wu et al., 2012b). Without additional driving and
damping, an isolated pendulum swings in a simple period mode. With various types of addi-
tional driving and damping, driven pendulum models are widely used since they often capture
the key dynamics of many complicated dynamical systems (Leven and Koch, 1981; Sauer et
al., 1999; Masoud et al., 2004). For instance, through vertical shaking of the pendulum pivot
point, a lot of chaotic motions are observed in the driving pendulum (Heng and Martienssen,
1992; Baker, 1995). However, a group of pendulums driven by horizontal forces has been recently
examined in experiments and widely applied in engineering (Thakur et al., 2008), yet the basic
dynamical behavior is still unclear and need further concentrations. The most noteworthy is
that horizontal driving may lead the pendulum to angular vibration of a non-zero mean value
(Schmitt and Bayly, 1998) and a variety of dynamical characteristics such as the existence of
bi-stability (Nakamura et al., 2011; Yan et al., 2012).
A series of equipment such as driving stepper motors, poles of metal and conveyor belts are

used to set up the device. It can be observed in the experiment that the special parameters
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lead the top and bottom ends of the rod of the pendulum to in-phase or anti-phase oscillating.
In our experiment, the amplitude-versus-frequency curve is studied, dynamic analysis of the
system and numerical simulation is carried out, and the basins and their stability of the two
coexisting periodic oscillation states are considered. Moreover, it is noticeable that there is a
certain difficulty to control the switching between the two coexisting movement patterns. In
reaction of this phenomenon, a possible explanation is given in theory, and it is hopeful to
benefit for more experiments and applications.

This paper is arranged as follows. In Section 2, the experimental setup is introduced. In
Section 3, we present the experimental results and analysis. In Section 4, the theoretical model
and analysis are introduced in detail. The results of numerical simulations are presented in
Section 5. Finally, in Section 6, we recommend some other significant applications and draw a
conclusion.

2. Experimental setup

A schematic of the physical pendulum system we consider, as shown in Fig. 1, consists of an
inverted pendulum system and an acquisition system linked with a computer. The system is
mainly composed of a driving stepper motor, conveyor belt, horizontal track, slider, and swinging
rod. The slider is confined on the horizontal track and can move freely in the direction of the
horizontal track. Applying a sine signal to the driving motor, the slider may exhibit a simple
harmonic movement in the direction of the horizontal track through the conveyor belt connected
to the motor. The swinging rod connected with the slider through a rotating axis (perpendicular
to the trace of the slider) can swing freely in the vertical plane.

Fig. 1. Experimental setup

Several sensors are set up on the rotating axis. The sensors record the data of the rotating
angle of the rotating axis and the horizontal displacement of the slider, and then transmits those
data to the computer for further analysis (Wu et al., 2014). The corresponding experimental
parameters are set as follows. Length of the rod is 0.193m, and the driving frequency varies
from 0.6Hz to 2.0 Hz. The time interval of acquisition is 0.01 s.
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3. Experimental results and analysis

Under driving with the sine signal, the movements of the slider and the swinging rod are coupled
together. To describe the movement of the slider and the swinging rod, the displacement x(t) and
the angular displacement θ(t) are defined by selecting the balance point of the simple harmonic
movement and the vertical line through the rotor axis as a reference, respectively. The time
series of the displacement x(t) and the angular displacement θ(t) recorded by the sensors reveal
the dynamics of the slider and the swinging rod as shown in Fig. 2a,b. Two kinds of movement
patterns are observed as (a) in-phase pattern, and (b) anti-phase pattern for different initial
values. When the coupled movement is in the in-phase (anti-phase) pattern, the slider and the
swing rod move in the same (opposite) directions.

Fig. 2. Time series of the horizontal displacement of the slider (expressed by x and plotted by the thin
black line) and the pivot angle of the rod (expressed by θ and plotted by the thick gray line).

(a) In-phase oscillation state with the initial value (x, θ) = (0.93, 0.52), (b) anti-phase oscillation state
with the initial value (x, θ) = (−0.49, 1.74)

According to the experimental set up, the driving signal has obvious influence on the ampli-
tude of the movement of the slider and the swinging rod. To reveal the effects of the frequency
of the driving signals on the movements, the amplitude-frequency characteristics of the driven
oscillators are recorded. Since there are two coexisting patterns, it is necessary to check if the
amplitude-frequency curves of those two patterns are different. The maximal swing angle of
the rod is recorded for all given frequencies of the driving signal as shown in Fig. 3. Intere-
stingly, in a particular range of the parameter f ∈ [0.722, 1.139], there are two quite different
amplitude-frequency curves for different patterns. When the system is in the anti-phase pattern,
the maximal swing angle is quite larger than that when the system is in the in-phase pattern.

Fig. 3. Amplitude-frequency curves of the horizontally driven pendulum. The circles and dots denote
the increasing and decreasing processes of frequency, respectively
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4. Theoretical model

We consider a horizontally driven pendulum system whose rotation axis is driven by a horizontal
force. The rod is rigid and uniform, the mass is m, and the length is l. The upper end is fixed
on a slider which can move horizontally at a particular rate along the track when driven by a
motor. A model diagram is shown in Fig. 4.

Fig. 4. Sketch of the model. A rod of mass m and length l is subjected to a horizontal driving force and
angular displacement θ from the vertical direction

We control the driving signal of the driving motor and let the speed of the slider satisfy the
following equation

ẋ(t) = Am sin(2πft) (4.1)

where Am is the maximum value of the speed and f is the frequency of driving force. When the
slider moves at the speed ẋ(t) in equation (4.1), the rod hinged in the slider will swing according
to the driving signal. The equation of dynamics of the system can be written as the following
Euler-Lagrange equation

L =
1

2
m
(
ẋ2 +

1

3
l2θ̇2 + ẋlθ̇ cos θ

)
− 1
2
mgl(1− cos θ) (4.2)

As a consequence, the kinematical equation of the system can be expressed as a second order
nonlinear differential equation

1

3
ml2θ̈ + πfmlAm cos(2πft) cos θ +

1

2
mgl sin θ + Cθ̇ = 0 (4.3)

In equations (4.2) and (4.3), m and l are the mass and length of the rod respectively, θ is
the swing angle of the rod, g is the acceleration of gravity, and C is the damping coefficient.

5. The results of numerical simulations

5.1. In-phase and anti-phase periodic oscillation

There are four parameters to be confirmed in equation (4.3). In order to ensure the simulation
results coincide with the experimental data, the parameters should be measured as accurately
as possible. The mass and length of the rod can be directly measured and the results are
m = 0.05631 and l = 0.193 (in SI). The maximum speed of the slider can be precisely adjusted
by the computer and the value is fixed as Am = 0.3544 so that the moving slider can be kept
in a proper range. Comparing the numerical simulation repeatedly with experimental results is
necessary to confirm the damping coefficient. Without the horizontal driving force, the system
is underdamped. If the rod is released from the horizontal direction, it will oscillate for a few
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periods and end up vertically stationary due to the action of damping. Through experiments,
we record the duration of the underdamped system and the number of times the rod passesthe
stable point. Thus, it can be found in the simulation after several repeated attempts that for the
damping coefficient is C = 0.001, the number of oscillations and the total time of the motion
are both consistent with the experimental results. Hence, the above values are determined to be
used in our following simulations.

We obtain the dynamics under different initial conditions by numerical calculation based on
the 4th-order Runge-Kutta method. There is also a coexistence of the in-phase and anti-phase
patterns in the system as shown in Fig. 5. The numerical results excellently agree with the
experimental phenomena given in Fig. 2. Figures 5a and 5b are numerical results of time series
of the in-phase and anti-phase oscillation state, respectively.

Fig. 5. Numerical simulation results of two kinds of the oscillation state. The displacement of the top
end of the rod is plotted by the thin black line and the pivot angle of the rod is plotted by the thick

grey line. (a) The in-phase oscillation state, (b) the anti-phase oscillation state

5.2. Bifurcation phenomenon

Let us consider the amplitude-frequency curve of the horizontally driven pendulum system
numerically. We record the maximal values of the swing angle of the rod with a quasi-static
method, i.e. we start from the driving frequency f = 0.7Hz (2.0 Hz), then slightly increase
(decrease) the driving frequency and take the final states with tiny noise as the initial value for
a new f . Since there are two coexisting states when f = 0.7Hz, two branches of the amplitude-
frequency curves can be obtained. Compared with the amplitude-frequency of the experimental
results, the numerical one coincides with the experimental one well as shown in Fig. 6. The black
solid line and the grey dashed line are the numerical results while the black triangles and the
grey circles are experimental results.

Furthermore, the final state of the horizontally driven pendulum system is so sensitive to
the initial values that obvious uncertainty and unpredictability exist in the experiment. Two
very closing initial values may lead to quite different states. It is extremely difficult to make
the initial values exactly the same when repeating the practical experiments. There is always a
slight difference and interference during the experiments. Therefore, prediction and control of
the final state of the system become a noteworthy problem in the experiment.

5.3. Basin and its stability

It is meaningful to explore the basin stability of the two coexisting patterns since detailed
information of the basin stability is important in predicting the dynamical fate of the coupled
system. With the fixed parameters l = 0.193, Am = 0.3544, C = 0.001, f = [0.607, 1.1763] Hz,
the system has two coexisting patterns (in-phase or anti-phase patterns). To observe the basin
of those two coexisting patterns in detail, we recorded and dotted all initial values (θ0, θ̇0)
with which the system finally transits to the in-phase pattern for a given driving frequency f .
According to the results shown in Figs. 7a-7h, one may find that the basins of the two patterns
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Fig. 6. Amplitude-frequency curves of the numerical and experimental results. The upper branch is for
the anti-phase oscillation state, and the lower branch if for the in-phase state. The triangles (increasing)
and circles (decreasing) are the experimental results while the solid (increasing) and dash (decreasing)

lines are the numerical ones

Fig. 7. Basins of the system with different frequencies. From (a) to (h), the driving frequency of the
system changes from 0.8Hz to 1.15Hz by step of 0.05Hz

are possible and riddled in some phase space of (θ, θ̇). Moreover, with an increment in the driving
frequency, the basins of the in-phase pattern shrink with that of the anti-phase one expanding.

With detailed information on the basin, it is helpful to determine the final state of the
bistable system in the sense of the control experiment. Since is convenient to set the angular
velocity to be zero, one may take more attention to the basin when the initial angular velocity
is zero. For example, in this experiment, if the information on the basin is known as in Fig. 7h
for f = 1.15Hz, then we can surely get the anti-phase dynamics by pulling the swinging rod to
a certain point of angle (less than π/2) and then releasing it from the stationary state. However,
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the final state is hard to predict when the basins are riddled since tiny noise tends to change the
fate of the final state (Aguirre and Sanjuan, 2002), for example, if we initially pull the rod to a
position between θ = [π, 1.5π] for f = 1.15Hz, the final state is possible in-phase or anti-phase
in the experiment with small noise.
Owing to the interweave of basins of different states and inevitable systematic noise as well

as experimental error, it is wise to calculate the basin stability based on the method presened by
Menck et al. (2013). Applying it, we can calculate the basin stability for the anti-phase SBA and
in-phase pattern SBI by estimating the volume of the basin in a relatively sensitive subset of
the state volume Q ∈ (θ, θ̇). Therefore, according to the basin stability for different parameters,
the possibility of the system to reach the final state can be easily determined by the following
forms

SBA =
V ol(BA ∩Q)
V ol(Q)

SBI =
V ol(BI ∩Q)
V ol(Q)

Fig. 8. Basin stability of the system

The basin stabilities of the two coexisting patterns of the system versus the driving frequ-
ency f are calculated with the subset volume Q = 50000 points for each f ∈ [0.7, 1.2] Hz as
shown in Fig. 8. When f < 0.78Hz, all initial values will lead to an in-phase pattern. With an
increment in the frequency f , the basin stability of the in-phase pattern continuously decreases
till f > 1.17Hz.

6. Conclusion

Experimental tests and nonlinear numerical analyses reveal a great deal of results that seem to
be interesting from the research point of view. In this paper, a simple experimental device of
a horizontally driven pendulum is set up to explore rich dynamics such as the bistability and
bifurcation phenomenon in a specific range of the driving frequency. Two kinds of patterns, i.e. in-
-phase and anti-phase patterns coexisting with each other are observed. They have corresponding
branches of amplitude-frequency characteristics. The riddled basins are observed, which makes
it difficult to predict the final state in the experiment on a real system. The basin of stability is
calculated and applied to predict the final states of the multi-stable system for different driving
frequencies. When the driving frequency is low, the system has a unique in-phase oscillation
state; the basin of stability of the in-phase state decreases with an increment in the driving
frequency till the in-phase state disappears when the driving frequency is larger than a certain
value.
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Finally, we verified the experimental results by numerical simulation. Some suggestions were
also brought out from theory, which facilitated in the experiment the controlling of the final
state of the system and switching it between two kinds of oscillation states. Moreover, we hope
that our study of the horizontally driven pendulum system can play a guiding role in thr control
and synchronization problems of driven damping systems and coupled oscillatory systems in real
life.
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The purpose of the present article is the study of the effect of the gravity field on an initially
stressed micropolar thermoelastic medium with microtemperatures. The analytical method
used to obtain the formula of the physical quantities is the normal mode analysis. The
comparisons are established graphically in the presence and the absence of gravity, initial
stress and micropolar thermoelasticity. The main conclusions state that the gravity, initial
stress and the micropolar thermoelasticity are effective physical operators on the variation
of the physical quantities. The microtemperatures are very useful theory in the field of
geophysics and earthquake engineering.
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1. Introduction

The theory of elastic micropolar materials was introduced by Eringen (1966). The theory of conti-
nuummicropolar mechanics takes into consideration the microstructure of materials. Description
of the micropolar materials is useful for fibrous, lattice or, in general, materials having micro-
structural construction having in each point extra rotational degrees of freedom independent of
translation. The material, however, can transmit couple stress. Smith (1967) studied wave propa-
gation in micropolar elastic solids. Parfitt and Eringen (1971) investigated reflection of plane wa-
ves from a flat boundary of a micropolar elastic half-space. Ariman (1972) also studied wave pro-
pagation in a micropolar elastic half-space solid. Eringen (1999) presented the microcontinuum
field theory. Kumar and Ailawalia (2005) studied the response of a micropolar cubic crystal due to
various sources. Kumar and Gupta (2010) studied propagation of waves in a transversely isotro-
pic micropolar generalized thermoelastic half-space. Abbas and Kumar (2013) studied deforma-
tion due to a thermal source in micropolar thermoelastic media with the two-temperature effect.
Recently, Othman et al. (2014) established the effect of rotation on a micropolar thermo-elastic
solid with two temperatures. Abouelregal and Zenkour (2015) studied a thermoelastic problem of
an axially moving micro beam subjected to an external transverse excitation. The concept of mi-
crotemperatures means that microelements of a thermoelastic body have different temperatures
and depend homogeneously on microcoordinates of the microelements, which are based on the
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microstructure of the continuum. Grot (1969) established the thermodynamic theory of elastic
materials with inner structures, in which microdeformations and particles possess microtempe-
ratures. Eringen and Kafadar (1976) presented the basis for the microelements with microtem-
peratures. Riha (1979) presented a study of heat conduction in materials with inner structures.
Iesan and Quintanilla (2000) constructed the linear theory of thermoelasticity for materials with
inner structure whose particles, in addition to the classical displacement and temperature fields,
possess microtemperatures. Iesan (2001, 2004) presented the mathematical model of theory of
micromorphic elastic solids with microtemperatures, in which microelements possess microtem-
peratures and can stretch and contract independently of their translations. Casas and Quintanilla
(2005) studied exponential stability in thermoelasticity with microtemperatures. Scalia and Sva-
nadze (2006) discussed solutions of the theory of thermoelasticity with microtemperatures. Iesan
(2006, 2007) presented a study of thermoelastic bodies with a microstructure and microtempera-
tures.

The effect of gravity on wave propagation in an elastic medium was first considered by Brom-
wich (1898) who treated the force of gravity as a type of a body force. Love (1965) extended
the work of Bromwich investigating the influence of gravity on superficial waves and showed
that the Rayleigh wave velocity is affected by the gravitational field. Sezawa (1927) studied
dispersion of elastic waves propagating on curved surfaces. Othman et al. (2013a,b) investiga-
ted two models on the effect of the gravitational field on thermoelastic solids. The presence of
initial stresses in solid materials has a substantial effect on their subsequent response to applied
loads that is very different from the corresponding response in the absence of initial stresses.
In geophysics, as an example, high stress developed below the Earth’s surface due to gravi-
ty has a strong influence on the propagation speed of elastic waves. While in soft biological
tissues initial (or residual), stresses in artery walls ensure that the circumferential stress distri-
bution through thickness of the artery wall is close to uniform at typical physiological blood
pressures. Initial stresses may arise, for example, from applying loads, as in the case of gravity,
processes of growth and development in living tissue or, in the case of engineering components,
from the manufacturing process. Ames and Straughan (1999) derived continuous dependence
results for initially pre-stressed thermoelastic bodies. Montanaro (1999) investigated isotropic
linear thermoelasticity with hydrostatic initial stress. Wang and Slattery (2002) formulated
thermoelastic equations without energy dissipation for initially stressed bodies. Iesan (2008)
presented a theory of Cosserat thermoelastic solids with initial stresses. Recently, Othman et al.
(2015) discussed the effect of initial stress on a thermoelastic rotating medium with laser pulse
heating.

This investigation studies the 2D problem of linear, isotropic, homogeneous initially stressed
micropolar thermoelastic solid influenced by the gravity field. The application of the present
model cannot be ignored in geophysics and earthquake engineering due to the importance of
the microtemperature properties. The normal mode analysis is the analytical method used to
obtain the solutions of the considered physical quantities which are graphically represented in
the absence and presence of the studied physical effects.

2. Basic equations

Consider the linear theory of thermodynamics for isotropic elastic materials with inner structure.
According to Eringen (1999), Isean (2007) and Montanaro (1999), the field equations and the
constitutive relations for a linear, homogeneous, isotropic initially stressed micropolar thermo-
elastic solid with microtemperatures without body forces, body couples, heat sources and first
heat source moment, can be considered as
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where λ and µ are Lamé constants, α, β, γ, and k∗ are micropolar constants, γ1 = (3λ+2µ+k
∗)αt,

while αt is the linear thermal expansion coefficient, ρ is density, Ce – specific heat, k – thermal
conductivity, ui – displacement vector, T – absolute temperature, T0 – reference temperature
chosen so that |(T −T0)/T0| ≪ 1, φj is the microrotation vector, σij are components of stresses,
eij are components of strains, δij is the Kronecker delta, εijr is the permutation symbol, p –
pressure, mij are couple stresses, J is microinertia, wi – microtemperature vector, µ1, b, ki
(i = 1, 2, . . . , 6) are constitutive coefficients, qi is heat flux moment, qij – first heat flux moment
and Qi is the mean heat flux vector.

3. Formulation and solution of the problem

Consider an isotropic, linear, homogeneous, initially stressed micropolar thermoelastic solid with
microtemperatures. Consider also a half-space (y  0) and the rectangular Cartesian coordinate
system (x, y, z) originated in the surface z = 0. For a two-dimensional problem, assume the
dynamic displacement vector as ui = (u, v, 0). The microrotation vector φj will be φj = (0, 0, φ3),
consequently the microtemperature vector wi willbe wi = (w1, w2, 0). All quantities will be a
function of the time variable t and coordinates x and y. In the equations, comma denotes
derivatives with respect to coordinates system.
Equations (2.1) under the effect of the gravitational field can be stated as
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where g is the acceleration of gravity and e is dilatation.
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Define non-dimensional variables by expressions
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Assuming the potential functions ψ1(x, y, t), ψ2(x, y, t), q1(x, y, t) and q2(x, y, t) in dimensionless
form, we have
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To get the solution for the physical quantities, consider it in form of the normal mode as
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∗
2, T
∗](y) are amplitudes of the physical quantities, ξ is the angular frequ-

ency, i =
√
−1 and a is the wave number in the x direction.

Apply equations (3.2)-(3.4) into equations (3.1) and drop the prime to obtain
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where D = d/dy. All the constants are given in Appendix B.
Eliminating ψ∗1 , ψ

∗
2, φ
∗
3, q
∗
1, q
∗
2 and T

∗ from equations (3.5), enables one to obtain the following
differential equations
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where λn (n = 1, 2, . . . , 6) are constants.
Equation (3.6) can be factored as
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(3.7)

where S2n (n = 1, 2, . . . , 6) are the roots of the characteristic equation of (3.7).
The general solution to equation (3.7) bounded at y →∞ is given by
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Here Rn (n = 1, 2, . . . , 6) are some coefficients. The other field quantities are given in Appen-
dix A.
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4. Applications

Consider the following non-dimensional boundary conditions to determine the coefficients Rn
(n = 1, 2, . . . , 6) and neglect the positive exponentials to avoid unbounded solutions at infinity.
The surface of the medium satisfies the following conditions y = 0:

• The mechanical boundary conditions are

– normal stress condition (mechanically stressed by the constant force p1), so that

σyy = −p1ei(ax−ξt) − p (4.1)

– tangential stress condition (stress free)

σxy = 0 (4.2)

• Condition of couple stress (couple stress is constant in the y-direction) implying that

mxz = 0 (4.3)

• Thermal condition (half-space subjected to thermal shock with constant temperature p2
applied to the boundary) leading to

T = p2e
i(ax−ξt) (4.4)

• Normal and tangential heat flux moments are free, so that

qyy = qxy = 0 (4.5)

Substituting the expressions of the considered quantities into boundary conditions (4.1)-(4.5),
one obtains equations satisfied by the coefficients Rn (n = 1, 2, . . . , 6). Applying the inverse
of matrix method to the raised system of equations, one finds values of the coefficients Rn
(n = 1, 2, . . . , 6) as




R1
R2
R3
R4
R5
R6



=




G61 G62 G63 G64 G65 G66
G71 G72 G73 G74 G75 G76
G91 G92 G93 G94 G95 G96
A51 A52 A53 A54 A55 A56
G111 G112 G113 G114 G115 G116
G121 G122 G123 G124 G125 G126




−1 


−p1
0
0
p2
0
0




(4.6)

Thus, we obtain expressions for the physical quantities of the plate surface.

5. Particular cases

In the present study, we consider the following particular cases:

(i) Absence of gravity by taking g = 0 in equations (4.1) and (4.2).

(ii) Non-initial stress effect by taking p = 0 in equation (4.5).

(iii) Absence of micropolar by taking α, β, γ, k∗ and j = 0 in equations (4.1)-(4.5).
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6. Numerical results and discussion

In order to illustrate the obtained theoretical results in the preceding Section, according to Erin-
gen (1984), the magnesium crystal-like thermoelastic micropolar material has been chosen for
the purpose of calculations. The used parameters are given in SI units. The constants are ta-
ken as λ = 9.4 · 1010 N/m2, µ = 4 · 1010N/m2, k = 1.7 · 102 N/(sK), ρ = 1.74 · 103 kg/m3,
αt = 7.4033 · 10−7 /K, Ce = 1.04 · 103 J/(kgK), k∗ = 1 · 1010 N/m2, γ = 7.779 · 10−8N,
J = 2 · 10−20m2, T0 = 298K, k1 = 0.0035 N/s, k2 = 0.0045 N/s, k3 = 0.0055N/(sK),
k4 = 0.065N/(sm

2), k5 = 0.076 N/(sm
2), k6 = 0.096 N/(sm

2), µ1 = 0.0085 N, b = 0.15 · 10−9N,
p1 = 1N/m

2, p2 = 2K, a = 1.5m, t = 0.5 s, ξ = η+ iη1, η = 0.9 rad/s, η1 = 2.9 rad/s, x = 0.5m,
0 ¬ y ¬ 6m.
The variation of real parts of each displacement v, microtemperature vector w2, tempera-

ture T , stress σxy, couple stress mxz, microrotation φ3 and the first heat flux moment qxy are
obtained and represented by the distance y.

Figures 1-3 represent the behavior of these physical quantities against the distance y in 2D
when p = 5N/m and g = 9.8m/s2. Figures 4a and 4b show the behavior of these physical
quantities against the distance y in 2D for g = 9.8m/s2 in the case of p = 5N/m. Figures 5a
and 5b depict the variation of these physical quantities against the distance y in 2D in the case
of presence and absence of micropolar thermoelasticity when the gravity and the initial stress
are present.

Fig. 1. Variation of displacement v (a) and of microtemperature vector w2 (b) against y

Fig. 2. Variation of temperature T (a) and of stress σxy (b) against y
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Fig. 3. Variation of microrotation vector φ3 (a) and of the first heat flux moment qxy (b) against y

Figure 1a shows that the variation of the displacement component v increases with an increase
in gravity for y  0. Figure 1b clarifies the variation of the microtemperature vector w2 which
decreases with an increase in gravity for y  0. It is clear from Fig. 2a that the variation of
temperature T decreases with an increase in gravity for y  0, but for very small values it seems
to be identical. This means that the effect of gravity has a small influence on the variation of
temperature. Figure 2b depicts the variation of the shearing stress σxy which increases with
an increase in gravity for y  0. Figure 3a explains that the variation of the microrotation
vector φ3 increases in the interval 0 ¬ y ¬ 0.5, while it decreases in the interval 0.5 ¬ y ¬ 6,
with an increase in gravity. Figure 3b determines the variation of the heat flux moment qxy which
increases at the intervals 0 ¬ y ¬ 0.6 and 1 ¬ y ¬ 6, but decreases at the interval 0.6 ¬ y ¬ 1
with an increase in gravity. The gravity has an effective role in the variation of all physical
quantities of the problem. One can notice a change in the variation of the physical quantities
while gravity is present or absent.

Figure 4a shows that the variation of the displacement component v decreases in the intervals
0 ¬ y ¬ 0.4, 1 ¬ y ¬ 1.8 and 2.8 ¬ y ¬ 6, while it increases in the intervals 0.4 ¬ y ¬ 1 and
1.8 ¬ y ¬ 2.8 with an increase in the initial stress. Figure 4b clarifies the variation of the
microtemperature vector w2 which increases with an increase in the initial stress for y  0. It is
clear that all functions are continuous and all the curves converge to zero. The initial stress has
a significant role in the variation of all physical quantities in the problem. This can be deduced
from changing of the manner of variation of the physical quantities while the effect of the initial
stress is present or absent.

Fig. 4. Variation of displacement v (a) and of microtemperature vector w2 (b) against y
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Figure 5a shows that the variation of the displacement component v increases in the intervals
0 ¬ y ¬ 2 and 4.4 ¬ y ¬ 6, while it decreases in the interval 2 ¬ y ¬ 4.4 with an increase
in the micropolar thermoelasticity. It is clear from Fig. 5b that the variation of temperature T
decreases with an increase of the micropolar thermoelasticity for y  0 in observable behavior.
It is clear that all functions are continuous and all the curves converge to zero. The micropolar
thermoelasticity plays an important role in the variation of all physical quantities in the problem.
The micropolar thermoelasticity is a very important property in thermoelastic materials with a
microstructure.

Fig. 5. Variation of displacement v (a) and of temperature T (b) against y with and without micropolar

The 3D curves of the quantities v and w1 are shown in Figs. 6a and 6b for g = 9.8m/s
2

and p = 5N/m with the presence of the micropolar thermoelasticity at t = 0.5 s. These figures
depict the dependence of these quantities on the distances x and y while they are moving during
wave propagation.

Fig. 6. Variation of displacement v (a) and of microtemperature vector w1 (b) versus distances x and y

7. Conclusion

From the above analytical solutions, we conclude that:
1. Gravity and initial stress are effective physical factors having an important role in the
variation of the physical quantities.

2. The micropolar thermoelasticity is an important property. The presence or the absence of
this property is an observable effect in the variation of the considered physical quantities,
for example in the variation of temperature.

3. The microtemperature is a very useful theory in the field of geophysics and earthquake
engineering and for seismologists working in the field of mining tremors and drilling into
the earth’s crust.
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4. Values of all physical quantities converge to zero with an increase in the distance y, and
all functions are continuous.

Appendix A

ψ1(x, y, t) =
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n=1

Rne
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Appendix B
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A3n =

N10A5n
S2n −N9

A4n =
−N11A2n
S2n −N12

A5n =
−N14S4n + (N9N14 +N14a2)S2n +N9N14a2

S4n − (N9 +N13 + c16N10)S2n +N9N13 − c16N10a2
A6n = c14(iaH1n − SnH2n) + iac15H1n −A5n A9n = −c18SnA2n
A7n = c14(iaH1n − SnH2n)− Snc15H2n −A5n A10n = iac18A2n

A8n = c16(−SnH1n + iaH2n) + c17(iaH2n −A2n) c1 =
2(λ+ µ) + p

2(µ+ k∗)− p

c2 =
2k∗

2(µ+ k∗)− p c3 =
2ρc20

2(µ+ k∗)− p c4 =
2ρgc20

2(µ+ k∗)− p

c5 =
2k∗c20
γω∗21

c6 =
c20(k

∗ − p)
γω∗21

c7 =
ρµ1c

4
0

γγ1T0ω∗21
c8 =

jρc20
γ
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c9 =
k4 + k5
k6

c10 =
µ1γ1T0
ρω∗1k6

c11 =
k2c
2
0

k6ω∗21
c12 =

bc0
k6ω∗1

c13 =
k3T0c

2
0

k6ω∗21
c14 =

ρCec
2
0

kω∗1
c15 =

γ21T0
ρkω∗1

c16 =
k1
kT0

c17 =
λ

ρc20

c18 =
2µ+ k∗

ρc20
c19 =

µ+ p

2ρc20
c20 =

2(k∗ + µ)− p
2ρc20

c21 =
k∗

ρc20

c22 =
γω∗21
ρc40

c23 = −k4µω∗1 c24 = −(k5 + k6)µω∗1 c25 = −k5µω∗1

c26 = −k6µω∗1 l1 = N3 +N9 +N13 − c16N10 −N5N14
l2 = N3(N9 +N13 − c16N10) +N9N13 − c16N10a2 −N5N14(N9 + a2)
l3 = N3(N9N13 − c16N10a2)−N5N9N14a2 l4 = N4(N9 +N13 − c16N10)
l5 = N4(N9N13 − c16N10a2) G1n = (ia− SnA1n) G2n = −(Sn + iaA1n)
G3n = iaA3n − SnA4n G5n = c17(iaG1n − SnG2n) + iac18G1n −A5n − p
G4n = −(SnA3n + iaA4n) G6n = c17(iaG1n − SnG2n)− Snc18G2n −A5n − p
G7n = −c19SnG1n + iac20G2n − c21A2n G8n = −c22SnA2n
G9n = iac22A2n G10n = c23(iaG3n − SnG4n) + iac24G3n
G11n = c23(iaG3n − SnG4n)− Snc24G4n G7n = −c15SnG3n + iac26G4n
n = 1, 2, . . . , 6
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In this study, the solution to the free vibration problem of axially graded beams with a
non-uniform cross-section has been presented. The proposed approach relies on replacing
functions characterizing functionally graded beams by piecewise exponential functions. The
frequency equation has been derived for axially graded beams divided into an arbitrary
number of subintervals. Numerical examples show the influence of the parameters of the
functionally graded beams on the free vibration frequencies for different boundary conditions.

Keywords: axially graded beam, non-uniform beam, free vibration

1. Introduction

Functionally graded materials (FGMs) are a novel class of composites which have continuous
variation of material properties from one constituent to another. As a result, they have various
advantages over the classical composite laminates. For example, using FGMs, we avoid stress
concentrations typical for heterogeneous structures with jump a discontinuity between dissimilar
materials. For this reason, FGMs are widely used in mechanical, nuclear, aerospace, biomedical
and civil engineering. Simultaneously, because of wide applications of FGMs, it is very important
to study static and dynamic analysis of functionally graded structures, such as plates, shells and
beams. In this paper, the object of consideration is the problem of free vibration of functionally
graded (FG) beams. For FG beams, the gradient variation may be oriented in the axial and/or
in the cross-section direction.
The literature on vibration analysis of FG beams with thickness-wise gradient variation is

very extensive. For example, Anandrao et al. (2012) made free vibration analysis of functionally
graded beams using the principle of virtual work to obtain a finite element system of equations.
The variation of material properties across the thickness of the beam was governed by a power
law distribution. The same type of variation of the beam properties was also assumed by Sina et
al. (2009). They solved the resulting system of ordinary differential equations of free vibration
analysis by using an exact method. An analytical solution to study free vibration of exponential
functionally graded beams with a single delamination was developed by Liu and Shu (2014).
Pradhan and Chakraverty (2013) used the Rayleigh-Ritz model to analyse free vibration of FG
beams with material properties that continuously vary in the thickness direction according to
the power-law exponent form. This type of gradation was also assumed by Wattanasakulpong
and Ungbhakorn (2012). They applied the differential transformation method to solve the go-
verning equation of free vibration of FG beams supported by various types of general boundary
conditions. The line spring model to solve the free vibration problem of an exponentially graded
cracked beam was employed by Matbuly et al. (2009).
Free vibration analysis for axially graded beams has become more complicated because of

the governing equation with variable coefficients. For example, Wu et al. (2005) applied the
semi-inverse method to find solutions to the dynamic equation of axially functionally graded
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simply supported beams. Huang and Li (2010) studied free vibration of axially functionally
graded beams by using the Fredholm integral equations. Hein and Feklistova (2011) applied
the Haar wavelet approach to analyse free vibration of axially functionally graded beams. The
differential transform element method and differential quadrature element method of the lowest
order were used to solve free vibration and stability problems of FG beams by Shahba and
Rajasekaran (2012). The exact solution to free vibration of exponentially axially graded beams
was presented by Li et al. (2013). Explicit frequency equations of free vibration of exponentially
FG Timoshenko beams were derived by Tang et al. (2014). Huang et al. (2013) presented a
new approach to the investigation of free vibration of axially functionally graded Timoshenko
beams. By applying auxiliary functions, they transformed the coupled governing equations into
a single governing equation. Moreover, there are some studies related with the problem of free
vibration of FG beams where the gradation of the material is assumed to be along any of the
possible Cartesian coordinates, see Alshorbagy et al. (2011), by Shahba et al. (2013). A review
of researches on FG beam type structures can be found in Chauhan and Khan (2014).
In this contribution, we propose a new approach to free vibration analysis of FG beams with

arbitrary axial inhomogeneity. The main idea presented in this paper is to approximate an FG
beam by an equivalent beam with piece-wise exponentially varying material and geometrical
properties. Considerations are carried out in the framework of the Euler-Bernoulli beam theory.
Taking into account various boundary conditions associated with clamped, pinned and free
ends, numerical solutions are obtained for different functions describing gradient variation of
material/geometrical properties of an FG beam. The effectiveness of the proposed approach is
confirmed by comparing the obtained numerical results with other numerical solutions available
in the existing literature for homogeneous and nonhomogeneous beams. The proposed method
is a certain generalization of the approach presented by Kukla and Rychlewska (2014).

2. Equations of motion

An axially graded and non-uniform beam of length L is considered. In this contribution, the
material properties and/or cross-section of the beam are assumed to vary continuously along
the axial direction. Based on the Euler-Bernoulli beam theory, Lebed and Karnovsky (2000),
the governing differential equation is given by

∂2

∂x2

[
E(x)I(x)

∂2w

∂x2

]
+ ρ(x)A(x)

∂2w

∂t2
= 0 0 < x < L (2.1)

where x is the axial coordinate, A(x) is the cross-section area, I(x) is the moment of inertia,
E(x) denotes the modulus of elasticity, ρ(x) is the material density and w(x, t) is the transverse
deflection at the position x and time t.
In order to investigate free vibration of the beam, we assume that

w(x, t) =W (x) sinωt (2.2)

where W (x) is the amplitude of vibration and ω is the circular frequency of vibration. Substitu-
ting (2.2) into (2.1) and introducing the non-dimensional coordinate ξ = x/L, we can transform
governing equation (2.1) into

d2

dξ2

[
E(ξ)I(ξ)

d2W

dξ2

]
− L4ω2ρ(ξ)A(ξ)W = 0 0 < ξ < 1 (2.3)

In the subsequent analysis, it is assumed that

E(ξ)I(ξ) = d0g(ξ) ρ(ξ)A(ξ) = m0h(ξ) 0 < ξ < 1 (2.4)
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where d0 = E(0)I(0) and m0 = ρ(0)A(0). Subsequently, we shall approximate the FG beam
under consideration by an equivalent beam with piecewise exponentially varying geometrical
and material properties, setting

g(ξ) ∼= die2βiξ h(ξ) ∼= mie
2βiξ ξi−1 < ξ < ξi i = 1, . . . , n (2.5)

where ξ0 = 0 and ξn = 1. The coefficients di, mi, βi, i = 1, . . . , n we determine by using the
following relationships (i = 1, . . . , n)

g(ξi−1) = die
2βiξi−1 g(ξi) = die

2βiξi g(ξ0) = 1 (2.6)

and (i = 1, . . . , n)

h
(ξi + ξi−1

2

)
= mie

βi(ξi+ξi−1) h(ξ0) = 1 (2.7)

Hence (i = 1, . . . , n)

βi =
1

2(ξi − ξi−1)
ln

g(ξi)

g(ξi−1)
di = g(ξi)e

−2βiξi

mi = h
(ξi + ξi−1
2

)
e−βi(ξi+ξi−1)

(2.8)

We shall also assume that the transverse deflection of the beam has the form

W (ξ) =Wi(ξ) ξi−1 < ξ < ξi i = 1, . . . , n (2.9)

Hence, the governing system of equations for such a piecewise beam can be expressed by

d2

dξ2

[
d0die

2βiξ
d2Wi

∂ξ2

]
− L4ω2m0mie

2βiξWi = 0
ξi−1 < ξ < ξi
i = 1, . . . , n

(2.10)

Introducing denotations

Ω2 =
m0m1
d0d1

L4ω2 µ2i =
mid1
m1di

(2.11)

equations (2.10) can be rewritten as

d2

dξ2

[
e2βiξ

d2Wi

dξ2

]
−Ω2µ2i e2βiξWi = 0 ξi−1 < ξ < ξi i = 1, . . . , n (2.12)

After some manipulations. equations (2.12) reduce to the form

d4Wi

dξ4
+ 4βi

d3Wi

dξ3
+ 4β2i

d2Wi

dξ2
−Ω2µ2iWi = 0

ξi−1 < ξ < ξi
i = 1, . . . , n

(2.13)

The parameters βi in equations (2.8) have been determined from the function g(·) corre-
sponding to the stiffness of the beam. These parameters can be determined also by using the
function h(·) corresponding to mass of the beam. In this case, we assume that

h(ξi−1) = mie
2βiξi−1 h(ξi) = mie

2βiξi h(ξ0) = 1 i = 1, . . . , n (2.14)

and

g
(ξi + ξi−1

2

)
= die

βi(ξi+ξi−1) g(ξ0) = 1 i = 1, . . . , n (2.15)

Then we have

βi =
1

2(ξi − ξi−1)
ln

h(ξi)

h(ξi−1)
mi = h(ξi)e

−2βiξi

di = g
(ξi + ξi−1

2

)
e−βi(ξi+ξi−1) i = 1, . . . , n

(2.16)

Differential equation (2.13) is valid also for di, mi, βi, given by formulae (2.16).
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3. Solution to the free vibration problem

On the assumption β2i < µiΩ, the general solution to equations (2.13) has the form

Wi(ξ) = e
−βiξ(Ai cos δiξ +Bi sin δiξ + Ci cosh δiξ +Di sinh δiξ) ξi−1 < ξ < ξi (3.1)

where δi =
√
µiΩ − β2i , δi =

√
µiΩ + β2i , Ai, Bi, Ci,Di ∈ R, i = 1, . . . , n.

In order to analyse the free vibration of functionally graded beams, solution (3.1) has to be
applied to certain boundary conditions. In this paper we shall consider the following types of
boundary conditions:

— clamped-clamped beam (C-C)

W1(0) = 0
dW1
dξ
(0) = 0 Wn(1) = 0

dWn

dξ
(1) = 0 (3.2)

— pinned-pinned beam (P-P)

W1(0) = 0
d2W1
dξ2
(0) = 0 Wn(1) = 0

d2Wn

dξ2
(1) = 0 (3.3)

— clamped-pinned beam (C-P)

W1(0) = 0
dW1
dξ
(0) = 0 Wn(1) = 0

d2Wn

dξ2
(1) = 0 (3.4)

— pinned-clamped beam (P-C)

W1(0) = 0
d2W1
dξ2
(0) = 0 Wn(1) = 0

dWn

dξ
(1) = 0 (3.5)

— clamped-free beam (C-F)

W1(0) = 0
dW1
dξ
(0) = 0

d2Wn

dξ2
(1) = 0

d

dξ

(
e2βξ

d2Wn

dξ2

)
(1) = 0 (3.6)

— free-clamped beam (F-C)

d2W1
dξ2
(0) = 0

d

dξ

(
e2βξ

d2W1
dξ2

)
(0) = 0 Wn(1) = 0

dWn

dξ
(1) = 0 (3.7)

The matching conditions between two connecting elements of the piecewise beams satisfy
the following continuity conditions

Wi(ξi) =Wi+1(ξi)
dWi

dξ
(ξi) =

dWi+1

dξ
(ξi)

d2Wi

dξ2
(ξi) =

d2Wi+1

dξ2
(ξi)

d3Wi

dξ3
(ξi) =

d3Wi+1

dξ3
(ξi) i = 1, . . . , n− 1

(3.8)

Substituting functions (3.1) into one of the set of boundary conditions (3.2)-(3.7) and continuity
conditions given by equations (3.8), we obtain a system of 4n equations which can be written in
the matrix form

A(ω)X = 0 (3.9)
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where X = [A1, B1, C1,D1, . . . , An, Bn, Cn,Dn]
T and A(ω) = [akj]4n×4n. The matrix A can be

expressed as

A(ω) =




B1
C1
C2
...
Cn−1
Bn




4n×4n

(3.10)

where the matrices B1,Bn of size (2× 4n) represent the boundary conditions and matrices Ci,
i = 1, . . . , n − 1 of size (4 × 4n) represent the continuity conditions. The matrices associated
with the boundary conditions corresponding to the four kinds of end supports can be written as
follows:

— clamped-clamped beams

B1 =

[
1 0 1 0 0 · · · 0
−β1 δ1 −β1 δ1 0 · · · 0

]

2×4n

Bn =

[
0 · · · 0 cos δn sin δn cosh δn sinh δn
0 · · · 0 a4n,4n−3 a4n,4n−2 a4n,4n−1 a4n,4n

]

2×4n

(3.11)

where

a4n,4n−3 = −βn cos δn − δn sin δn
a4n,4n−2 = −βn sin δn + δn cos δn
a4n,4n−1 = −βn cosh δn + δn sinh δn
a4n,4n = −βn sinh δn + δn cosh δn

(3.12)

— pinned-pinned beams

B1 =

[
1 0 1 0 0 · · · 0

β21 − δ21 −2β1δ1 β21 + δ
2
1 −2β1δ1 0 · · · 0

]

2×4n

Bn =

[
0 · · · 0 cos δn sin δn cosh δn sinh δn
0 · · · 0 a4n,4n−3 a4n,4n−2 a4n,4n−1 a4n,4n

]

2×4n

(3.13)

where

a4n,4n−3 = 2βnδn sin δn + (β
2
n − δ2n) cos δn

a4n,4n−2 = −2βnδn cos δn + (β2n − δ2n) sin δn
a4n,4n−1 = −2βnδn sinh δn + (β2n + δ

2
n) cosh δn

a4n,4n = −2βnδn cosh δn + (β2n + δ
2
n) sinh δn

(3.14)

— free-clamped beams

B1 =

[
β21 − δ21 −2β1δ1 β21 + δ

2
1 −2β1δ1 0 · · · 0

β31 + β1δ
2
1 −β21δ1 − δ31 β31 − β1δ

2
1 −β21δ1 + δ

3
1 0 · · · 0

]

2×4n

(3.15)

the matrix Bn is given by (3.11)2
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— clamped-free beams
the matrix B1 is given by (3.11)1

Bn =

[
0 · · · 0 a4n−1,4n−3 a4n−1,4n−2 a4n−1,4n−1 a4n−1,4n
0 · · · 0 a4n,4n−3 a4n,4n−2 a4n,4n−1 a4n,4n

]

2×4n

(3.16)

where

a4n−1,4n−3 = 2βnδn sin δn + (β
2
n − δ2n) cos δn

a4n−1,4n−2 = −2βnδn cos δn + (β2n − δ2n) sin δn
a4n−1,4n−1 = −2βnδn sinh δn + (β2n + δ

2
n) cosh δn

a4n−1,4n = −2βnδn cosh δn + (β2n + δ
2
n) sinh δn

a4n,4n−3 = (β
2
nδn + δ

3
n) sin δn + (β

3
n + βnδ

2
n) cos δn

a4n,4n−2 = −(β2nδn + δ3n) cos δn + (β3n + βnδ2n) sin δn
a4n,4n−1 = (−β2nδn + δ

3
n) sinh δn + (β

3
n − βnδ

2
n) cosh δn

a4n,4n = (−β2nδn + δ
3
n) cosh δn + (β

3
n − βnδ

2
n) sinh δn

(3.17)

For clamped-pinned and pinned-clamped beams, the matrices B1, Bn are given by equations
(3.11)1-(3.13)2 and (3.13)1-(3.11)2, respectively. The matrices associated with the continuity
conditions are represented by

Ci =




0 · · · 0 a4i−1,4i−3 · · · a4i−1,4i+4 0 · · · 0
0 · · · 0 a4i,4i−3 · · · a4i,4i+4 0 · · · 0
0 · · · 0 a4i+1,4i−3 · · · a4i+1,4i+4 0 · · · 0
0 · · · 0 a4i+2,4i−3 · · · a4i+2,4i+4 0 · · · 0



4×4n

i = 1, . . . , n− 1 (3.18)

The non-zero elements of these matrices are given in Appendix.

The determinant of the matrix A has to vanish for a non-trivial solution of equation (3.9)
to exist. The frequency equation

detA(ω) = 0 (3.19)

is then solved numerically using an approximate method.

4. Numerical results

The numerical computations have been carried out for an FG beam which was divided into n
segments of the same length. The functions g(·), h(·) introduced into equations (2.4) are assumed
in the form g(ξ) = (1+γξ)α, h(ξ) = 1+γξ. In the computations, the formulae given by equation
(2.8) have been used. The first three non-dimensional free vibration frequencies obtained in the
present study for n = 100 are listed in Tables 1 and 2 in comparison with those presented by
Huang and Li (2010) and calculated by using a power series expansion. From Tables 1-2, it can
be seen that the present results are in good agreement with the existing results. For γ = 0, we
have the case of a homogeneous beam. It is seen in Tables 1 and 2 that in this case the agreement
is excellent.
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Table 1. The first three non-dimensional free vibration frequencies for g(ξ) = (1 + γξ)3,
h(ξ) = 1 + γξ, clamped-clamped beam

γ Power series method Huang and Li (2010) Present study

−0.1 21.2409777868 21.24097778688 21.242905

58.5500545739 58.55005461550 58.567526

114.780241659 114.78027750905 114.824704

0 22.3732854478 22.37328544806 22.373285

61.6728228676 61.67282294761 61.672823

120.903391727 120.90340027002 120.903392

0.1 23.4796072481 23.47960724845 23.460013

64.7210676329 64.72106768601 64.678046

126.878016311 126.87805071630 126.802905

0.2 24.5634175322 24.5634175326 24.508817

67.7047553171 67.7047553184 67.596273

132.723976757 132.7240684027 132.546612

Table 2. The first three non-dimensional free vibration frequencies for g(ξ) = (1 + γξ)3,
h(ξ) = 1 + γξ, clamped-pinned beam

γ Power series method Huang and Li (2010) Present study

−0.1 14.8488960557 14.84889605539 14.844562

47.6370371901 47.63703719174 47.647237

99.171635183 99.17165323722 99.206918

0 15.4182057169 15.41820571698 15.418206

49.964862032 49.96486203816 49.964862

104.247696458 104.24770194514 104.247696

0.1 15.968709884 15.96870988416 15.950015

52.2372268871 52.23722689317 52.198883

109.202352455 109.20235370558 109.134912

0.2 16.5028988943 16.50289889399 16.445277

54.4614625302 54.46146253076 54.360368

114.051623344 114.05163085534 113.888586

The effects of parameters α, γ and the number of segments n on the first three non-
dimensional frequencies for different boundary conditions are presented in Tables 3-5. It can
be observed that an increase in the value of the parameter α causes an increase in the difference
between the results obtained for n = 5, n = 10 and n = 20, respectively.

Figure 1 presents the first free vibration frequencies calculated for the functions
g(ξ) = (1 + γξ)α and h(ξ) = 1 + γξ for α = 1, α = 2 and α = 3. The calculations have
been performed for six types of boundary conditions. It can be noticed that variation of the
parameter γ has a significant effect on the free vibration frequency. For the clamped-free beams,
the greatest impact of the parameter γ occurs for α = 1, and for all the other boundary condi-
tions under considerations it is for α = 3. For the clamped-clamped and pinned-pinned beams,
the differences between the values of free vibration frequencies for α = 1 are negligible.
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Table 3. The first non-dimensional free vibration frequency for different boundary conditions,
g(ξ) = (1 + γξ)α, h(ξ) = 1 + γξ

BC n
α = 1 α = 2 α = 3

γ = −0.5 γ = 0.5 γ = −0.5 γ = 0.5 γ = −0.5 γ = 0.5

C-C 5 22.03982 22.264535 19.265636 24.165700 16.814251 26.214186

10 22.051059 22.262618 19.048822 24.459508 16.441212 26.863566

20 22.053796 22.261942 18.935593 24.609820 16.247100 27.197036

P-P 5 9.583045 9.773619 8.177437 10.524969 6.896407 11.294071

10 9.588353 9.772740 8.086959 10.653015 6.746380 11.574244

20 9.589777 9.772464 8.039484 10.718554 6.667729 11.718081

C-P 5 15.838604 14.907051 14.080008 15.909067 12.483974 16.939622

10 15.845921 14.905829 13.922110 16.102144 12.209467 17.358429

20 15.847897 14.905405 13.839671 16.201108 12.066042 17.573873

P-C 5 14.448440 15.749301 12.216596 17.289925 10.244436 18.957895

10 14.456396 15.747708 12.079634 17.500534 10.017769 19.429126

20 14.458368 15.747212 12.008080 17.608138 9.899795 19.670529

C-F 5 4.379586 3.121248 4.321434 3.188805 4.234717 3.251220

10 4.380502 3.120991 4.252879 3.232930 4.103112 3.342365

20 4.380745 3.120903 4.222757 3.254157 4.045646 3.386566

F-C 5 2.887779 3.995266 2.290903 4.643804 1.807925 5.384977

10 2.889157 3.994728 2.270108 4.689088 1.774671 5.492166

20 2.889508 3.994563 2.257891 4.715110 1.755475 5.553767

Table 4. The second non-dimensional free vibration frequency for different boundary conditions,
g(ξ) = (1 + γξ)α, h(ξ) = 1 + γξ

BC n
α = 1 α = 2 α = 3

γ = −0.5 γ = 0.5 γ = −0.5 γ = 0.5 γ = −0.5 γ = 0.5

C-C 5 61.187699 61.527290 53.563835 66.810777 46.705060 72.453327

10 61.220229 61.522622 52.964685 67.624175 45.679608 74.250130

20 61.227661 61.520754 52.649784 68.039773 45.140471 75.171899

P-P 5 39.248490 39.415763 34.281704 42.767233 29.772507 46.312345

10 39.265508 39.411680 33.896833 43.288075 29.121704 47.465112

20 39.270192 39.410436 33.695664 43.554164 28.779150 48.054717

C-P 5 50.300388 49.461958 44.282315 53.482420 38.806190 57.735593

10 50.321872 49.457835 43.792788 54.127769 37.971984 59.156518

20 50.327702 49.456336 43.532945 54.460171 37.525512 59.890410

P-C 5 48.939014 50.267141 42.517999 54.777959 36.759687 59.599505

10 48.964462 50.262091 42.035739 55.451783 35.941623 61.097469

20 48.970497 50.260490 41.785685 55.792915 35.517228 61.857034

C-F 5 23.381744 21.158807 21.233450 22.452525 19.191540 23.771357

10 23.393474 21.157385 20.890872 22.761849 18.565383 24.434588

20 23.396111 21.156800 20.740129 22.911071 18.295994 24.757241

F-C 5 20.476134 22.847483 17.187639 25.342189 14.317750 28.060961

10 20.488032 22.845673 17.036003 25.587931 14.064074 28.609593

20 20.490837 22.844949 16.945280 25.728924 13.914191 28.926634
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Table 5. The third non-dimensional free vibration frequency for different boundary conditions,
g(ξ) = (1 + γξ)α, h(ξ) = 1 + γξ

BC n
α = 1 α = 2 α = 3

γ = −0.5 γ = 0.5 γ = −0.5 γ = 0.5 γ = −0.5 γ = 0.5

C-C 5 120.319511 120.746274 105.344423 131.127496 91.681928 142.145173

10 120.392769 120.740300 104.218260 132.739432 89.853340 145.728137

20 120.407372 120.736681 103.598604 133.555211 88.792805 147.537078

P-P 5 88.594258 88.779880 77.531290 96.389774 67.426814 104.429449

10 88.629715 88.770369 76.684167 97.575681 66.023866 107.072172

20 88.639792 88.767515 76.229088 98.175746 65.248530 108.403315

C-P 5 104.554645 103.740552 91.766692 112.472339 80.084560 121.703952

10 104.597719 103.733256 90.815730 113.815304 78.503258 124.685866

20 104.609566 103.730098 90.278366 114.513546 77.584066 126.231330

P-C 5 103.144606 104.556740 90.048791 113.706807 78.140870 123.417530

10 103.202283 104.546600 89.029672 115.147269 76.462403 126.629660

20 103.214761 104.543267 88.499082 115.856814 75.558342 128.206906

C-F 5 62.982515 60.852831 56.140476 65.522940 49.819399 70.432539

10 63.020704 60.849312 55.256707 66.417417 48.227924 72.379515

20 63.028371 60.847560 54.856960 66.851872 47.524147 73.333012

F-C 5 60.136355 62.488331 51.918494 68.523131 44.593816 75.023941

10 60.171203 62.485112 51.449765 69.200653 43.789492 76.516820

20 60.178811 62.483270 51.173617 69.581994 43.319244 77.363991

The presented numerical results have been obtained by using coefficients di, mi, βi,
i = 1, . . . , n, given by equations (2.8). Numerical computations show that the application of
equations (2.16) leads to results which are in good agreement with the obtained by using equ-
ations (2.8).

5. Conclusions

In the paper, a solution to the free vibration problem of axially functionally graded beams is
presented. An exact solution is derived for axially piece-wise exponential graded beams. The
frequency equation for beams with various combinations of clamped, pinned and free ends has
been obtained. In this approach, the distributed parameters which describe continuous axial
changes of the material properties of the beam are approximated by piecewise exponential func-
tions. The non-dimensional free vibration frequencies for a chosen function characterizing the
functionally graded beams have been numerically computed. An improvement of the accuracy
of the numerical results for a larger number of beam subsections applied in the method has
been demonstrated. A high agreement of the numerical results obtained by using the presented
method with the results obtained by using the power series method as well as with results gi-
ven by other authors has also been observed. The numerical investigation shows that the beam
stiffness distribution in the axial direction significantly effects free vibration frequencies of the
system.
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Fig. 1. The first non-dimensional free vibration frequency as a function of γ for α = 1 (solid line),
α = 2 (dashed line), α = 3 (dotted line) for different boundary conditions

Appendix

Let us denote exi = eξi(βi+1−βi), ci = cos(δiξi), si = sin(δiξi), chi = cosh(δiξi), shi = sinh(δiξi),
ci1 = cos(δi+1ξi), si1 = sin(δi+1ξi), chi1 = cosh(δi+1ξi), shi1 = sinh(δi+1ξi).

The non-zero elements of the matrix Ci, i = 1, . . . , n− 1, which occur in equation (3.18) are
given by
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a4i−1,4i−3 = exi · ci a4i−1,4i−2 = exi · si a4i−1,4i−1 = exi · chi
a4i−1,4i = exi · shi a4i−1,4i+1 = −ci1 a4i−1,4i+2 = −si1
a4i−1,4i+3 = −chi1 a4i−1,4i+4 = −shi1
a4i,4i−3 = −exi(βici+ δisi) a4i,4i−2 = −exi(βisi− δici)
a4i,4i−1 = −exi(βichi − δishi) a4i,4i = −exi(βishi− δichi)
a4i,4i+1 = βi+1ci1 + δi+1si1 a4i,4i+2 = βi+1si1− δi+1ci1
a4i,4i+3 = βi+1chi1 + δi+1shi1 a4i,4i+4 = βi+1shi1− δi+1chi1
a4i+1,4i−3 = exi[(β

2
i − δ2i )ci+ 2βiδisi]

a4i+1,4i−2 = exi[(β
2
i − δ2i )si− 2βiδici]

a4i+1,4i−1 = exi[(β
2
i + δ

2
i )chi− 2βiδishi]

a4i+1,4i = exi[(β
2
i + δ

2
i )shi− 2βiδichi]

a4i+1,4i+1 = −2βi+1δi+1si1 + (−β2i+1 + δ2i+1)ci1
a4i+1,4i+2 = 2βi+1δi+1ci1 + (−β2i+1 + δ2i+1)si1
a4i+1,4i+3 = 2βi+1δi+1shi1− (β2i+1 + δ

2
i+1)chi1

a4i+1,4i+4 = 2βi+1δi+1chi1− (β2i+1 + δ
2
i+1)shi1

a4i+2,4i−3 = −exi[(β2i − 3δ2i )βici+ (3β2i − δ2i )δisi]
a4i+2,4i−2 = −exi[(β2i − 3δ2i )βisi+ (−3β2i + δ2i )δici]
a4i+2,4i−1 = −exi[(β2i + 3δ

2
i )βichi− (3β2i + δ

2
i )δishi]

a4i+2,4i = −exi[(β2i + 3δ
2
i )βishi− (3β2i + δ

2
i )δichi]

a4i+2,4i+1 = (β
2
i+1 − 3δ2i+1)βi+1ci1− (−3β2i+1 + δ2i+1)δi+1si1

a4i+2,4i+2 = (β
2
i+1 − 3δ2i+1)βi+1si1 + (−3β2i+1 + δ2i+1)δi+1ci1

a4i+2,4i+3 = −(3β2i+1 + δ
2
i+1)δi+1shi1 + (β

2
i+1 + 3δ

2
i+1)βi+1chi1

a4i+2,4i+4 = −(3β2i+1 + δ
2
i+1)δi+1chi1 + (β

2
i+1 + 3δ

2
i+1)βi+1shi1
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Dynamic behavior of a track-train system is a function of axle loads and support stiffness
because of non-linear supports. Therefore, it is expected that the support stiffness affects the
behavior of the railway track during passing of a light or heavy car body. Since the effects
of axle loads caused by light and heavy railway vehicles and support stiffness of ballasted
railway tracks due to passing railway vehicles have not been studied adequately, therefore
the present study focused on this issue. For this purpose, this issue was first investigated
by passing a light and heavy car body including bogies with three axle loads as field tests.
Then, numerical analyses of the railway track caused by the passing of these railway vehicles
were studied, and the numerical results were compared with the field results. There was a
good agreement between the values of field responses and numerical analyses. Subsequently,
a series of sensitivity analyses on effects of the axle loads caused by light or heavy loading
and support conditions was done on the ballasted railway track. The results indicated that
the maximum vertical displacements increased by axle loads, increased sleeper distances and
decreases support stiffness. Finally, equations of track behavior based on support stiffness
and axle loads were derived.

Keywords: numerical and field investigation, railway track, track dynamics, railway vehicles

1. Introduction

In order to understand the mechanism of railway tracks and reduction of maintenance costs, the
dynamic behavior of the railway track should be investigated. Since it was difficult to measure
responses of the railway track directly in field, therefore models of railway tracks were investiga-
ted usually. The available technical literature indicated that different models and methods were
presented for the analysis of railway tracks by various researchers. Usually, numerical models
for analyzing the railway track are: one-dimensional model of a railway including lumped mas-
ses, two-dimensional model of a track including beam on an elastic foundation with continuous
supports or discrete supports. There are many researchers in the field of modeling and dynamic
analysis of railway tracks. In these studies, several models have been proposed for investigating
the railway track and its components. Generally, the research fields of these researchers could be
divided into three categories: dynamic analysis of railway tracks, simulation of the vehicle and
railway track, and train-track interaction. Some of the most prominent researchers who studied
these fields are: Cai (1992), Zhai and Sun (1994), Knothe (1995), Zhai and Cai (1997), Fryba
(1999), Zakeri (2000), Popp et al. (2003), Zakeri and Xia (2008), Bogacz and Czyczuła (2008),
Dahlberg (2010) and Zakeri and Ghorbani (2011). Among the most important parameters in
the analysis of railway tracks, axle loads of railway vehicles and support conditions of ballasted
railway tracks could be pointed out. Some of researchers worked in the field of the effects of
stiffness of railway track components. For example, Kerr (2003) investigated the behavior of the
rail on elastic supports due to moving load. Zhai et al. (2004) studied vibrations of the railway
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ballast in tracks. Witt (2008) studied the behavior of under sleeper pads in railway tracks. Pu-
zavac et al. (2012) investigated vertical stiffness of the railway track due to passing loads. Zakeri
and Abbasi (2012) investigated stiffness of the railway track in desert areas. Also, Esmaeili et
al. (2014) studied the sand fouled ballast on train induced vibrations. In the mentioned studies
and the available technical literature, the effects of a passing light railway vehicle (Draisine) and
a heavy railway vehicle including bogies with three axle loads on ballasted railway tracks have
not been studied adequately. Also considering that the behavior of the railway track support
is nonlinear and depends on train loads, the effects of various passing train loads including the
light and heavy railway vehicles have been studied in this paper. Therefore, the simulation of
light and heavy car bodies has been explained in this paper. Afterward, a series of field tests by
using light or heavy loading was done for validating the numerical analyses. After validation and
in continuation, the effects of axle loads caused by light and heavy railway vehicles and support
stiffness of the railway track were studied. Finally, equations of the track behavior based on the
support stiffness and then the axle loads were derived.

2. Modeling of the railway track

In modeling of the railway track with the concept of railway tracks on a viscoelastic foundation,
two models can be considered. These are: (a) railway track with one layer including a continuous
rail, (b) railway track with two layers including the rail and sleepers. In Fig. 1, the railway track
with two layers is presented. The first layer is the rail as a continuous support and the second
layer are sleepers as discrete supports.

Fig. 1. Railway track with two layers (rail and sleeper)

As can be observed from Fig. 1, the sleepers are modeled as a series of lumped masses. In
this figure, Kp and Kb are pad and support stiffnesses, respectively. Figure 2 shows the rail and
sleeper in the model of the railway track with two layers.

Fig. 2. Rail and sleeper in the railway track model

By using the finite element method, the rail is divided into several elements, and the matrix
of each element is derived. Then the total matrix of the rail is derived by assembling all rail
elements. In each element of the rail, vertical stiffness of rail pads is considered in beam joints.
Also, stiffness, damping and mass matrix of the railway track with two layers can be considered
as a submatrix of the whole system (Zakeri, 2000).
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3. Modeling of railway vehicles

In this Section, the passing railway vehicles including light and heavy railway car bodies are
simulated. In this regard and by using the finite element method, the equations of motion of all
components of the light and heavy railway vehicles are derived and their matrices are formed.
Then by assembling the matrices of railway vehicles and tracks, the derived equation is solved
with available numerical methods. Next, the models of light and heavy railway vehicles are
presented.

3.1. Heavy railway vehicle

In order to model a rail vehicle for heavy loading, a car body including bogies with three
axle loads is considered, see Fig. 3.

Fig. 3. Heavy railway car body including bogies with three axle loads

In Fig. 3, Lc and Lt are halves of the bogies and wheels axes, respectively. In this figure,Mc is
car body mass, Mt – bogie mass, Mw – wheel mass, Jc – car body rotational inertia and Jt is
bogie rotational inertia. As can be seen in Fig. 3, the car body has bogies with three axle loads.
Cw, Kw, Ct and Kt are primary and secondary suspension damping and stiffness, respectively.
So, Zc is the vertical displacement of the car body, ψc – rotation of the car body, Zt – vertical
displacement of the bogie, ψt – rotation of the bogie and Zw is vertical displacement of the
wheel.

3.2. Light railway vehicle

Also, in order to model a railway vehicle for ight loading, a draisine with two axle loads is
considered as shown in Fig. 4.

In Fig. 4,MD and JD are mass and rotational inertia of the draisine, respectively. Kw and Cw
are suspension system damping and stiffness, respectively. Also, ZD is the vertical displacement
of the draisine, ψD – its rotation and Zw is the vertical displacement of the wheel. In the
following, the procedure of field tests caused by a passing light draisine and a heavy car body is
presented.
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Fig. 4. Light railway draisine with two axle loads

4. Field tests

For investigating the behavior of a ballasted railway track in field, a railway track was selected
in Iran. In order to obtain time histories of the vertical displacement of the railway track in field
tests, two types of railway vehicles including light and heavy railway vehicles were utilized. For
applying light loading, a draisine with two axle loads was used. Specifications of that draisine
were: total weight 4 tons, axle load 2 tons, wheel load 1 ton, length 4m and vehicle speed
30 km/h. Also, locomotive GT26CW was used to apply heavy loading. Specifications of the
locomotive were: total weight 110 tons, axle load 18.3 tons, wheel load 9.2 tons, length 18m and
vehicle speed 30 km/h (Zakeri and Abbasi, 2012). Figure 5 indicates the passing of the light and
heavy railway vehicles.

Fig. 5. Railway vehicles for field tests; (a) GT26CW locomotive including bogies with three axle loads,
(b) draisine with two axle loads

For measuring the vertical displacement of the railway track caused by the rail vehicles,
linear variable differential transformers (LVDT’s) located on sleepers were utilized (Fig. 6).

Fig. 6. Linear variable differential transformer (LVDT) for measuring the vertical displacement of the
railway track

In next Section, results of numerical analyses are compared and validated with the responses
from field tests.
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5. Validation of the railway model

In order to validate the results of numerical analyses, they have been compared and validated
with the results of field tests. Figure 7 shows numerical and field vertical displacement time
histories of the railway track caused by the car bodies.

Fig. 7. Vertical displacement time histories of the railway track caused by railway vehicles;
(a) heavy vehicle, (b) light vehicle

By observing and comparing vertical displacement time histories of the railway track caused
by passing railway vehicles and those obtained from numerical simulation and field studies, two
important points could be extracted. Firstly, the range of field responses is in a good agreement
with the values of numerical analyses. Secondly, the trend of field responses shows a good
agreement with the numerical analyses. Hence, it could be concluded that the modeling and
numerical analyses of the railway track caused by a light draisine and a heavy car body have
been done correctly. In the next Section, equations of the railway track according to the support
stiffness and axle loads are derived.

6. Track behavior versus support stiffness

In this Section, effects of axle loads of light and heavy car bodies are investigated in terms of the
behavior of a ballasted railway track. Figure 8 indicates a sample of the vertical displacement
time history of the railway track due to passing of light and heavy railway vehicles.
As can be observed in Fig. 8, the vertical displacement time history of the railway track has

two and six peaks due to passing of a light draisine and a heavy car body, respectively. Figure 9
shows the ratio of the maximum vertical displacement with respect to the light and heavy axle
loads [mm/ton] against the support stiffness [MN/m] for various distances between the sleepers.
As can be seen in Fig. 9, the maximum vertical displacement per unit axle load is constant for

higher support stiffness. The maximum vertical displacements decrease for growing axle loads.
Also, the increase of the sleeper distances and decreasing of the support stiffness make them
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Fig. 8. Vertical displacement time history of ballasted railway track; (a) passing of a light draisine,
(b) passing of heavy car body

Fig. 9. Ratio of the maximum vertical displacement with respect to light and heavy axle loads versus
the support stiffness

greater. The effect of the sleeper distance is significant as it decreases the support stiffness. The
trend observed in Fig. 9 is close to the power equation as y = axb. The corresponding equations
are presented in Table 1.

Table 1 indicates that the coefficients of the equations increase with the increasing distance
of the sleepers.
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Table 1. Equations of the maximum vertical displacement per unit axle load against the support
stiffness

Distance of sleepers Equations R-Squared

50 cm y = 0.5x−0.63 R2 = 0.98

60 cm y = 0.6x−0.64 R2 = 0.98

70 cm y = 0.73x−0.66 R2 = 0.98
∗ x and y are the support stiffness [MN/m] and the maximum vertical displacement
per unit load [mm/ton], respectively

7. Track behavior versus axle loads

In the previous Section it has been shown that by increasing axle loads, the track behavior
may be stabilised by increasing the support stiffness. Figure 10 indicates the maximum vertical
displacement [mm] versus the axle load [ton] for various distances between the sleepers.

Fig. 10. The maximum vertical displacement for light and heavy axle loads

As can be observed is Fig. 10, the maximum vertical displacements increase with an increase
in the axle loads. Also, they grow for greater sleeper distances. The effect of the sleeper distance
is significant as it increases the values of axle loads. The trend of the diagrams is close to a
logarithmic equation y = a ln(x) + b. The corresponding equations are given in Table 2.

Table 2. Equations for the maximum vertical displacement versus axle loads

Distance of sleepers Equations R-Squared

50 cm y = 0.25 ln(x)− 0.15 R2 = 0.97

60 cm y = 0.29 ln(x)− 0.17 R2 = 0.97

70 cm y = 0.32 ln(x)− 0.18 R2 = 0.97
∗ x and y are axle loads [ton] and the maximum vertical displacement [mm], respec-
tively

In Table 2, the coefficients of the equations increase with the distance between the sleepers.
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8. Conclusion

A review of technical literature indicates that the behavior of track supports is nonlinear and
depends on train loads. For this reason, the effects of passing light and heavy railway vehicles
have been studied in this paper. So, the simulation procedure of light and heavy car bodies has
been explained. Afterward, results of a series of field tests with two light and heavy loadings
have been presented for validating the numerical analyses. After validation, the effects of axle
loads of light and heavy railway vehicles as well as support stiffness have been studied. The
important findings of the present study can be summarized as follows:

• The range of the field responses is in a good agreement with the values of numerical
analyses. Also, the trend of field responses is in a good agreement with the numerical
analyses.

• By increasing the distance between the sleepers from 50 to 70 cm, the ratio of the maximum
vertical displacement with respect to the axle load increased by 33 and 25 percent at the
support stiffness of 20 and 120MN/m, respectively.

• For the sleeper spacing 60 cm, the ratio of the maximum vertical displacement with respect
to the axle load decreased by 68 percent due to increasing of the support stiffness from 20
to 120MN/m.

• The trend of the ratio of the maximum vertical displacement with respect to the axle load
against the support stiffness is close to a power equation y = axb. The coefficient a in
this equation is 0.5, 0.6 and 0.73 for the distance of between sleepers of 50, 60 and 70 cm,
respectively. Correspondingly, the coefficient b is −0.63, −0.64 and −0.66, respectively.
• By increasing the axle loads from 8 to 18.5 tons, the maximum vertical displacement
increased the 83 percent for sleeper spacing 60 cm.

• By increasing the distance between the sleepers from 50 to 70 cm, the maximum vertical
displacement increased by 30 and 27 percent at the axle loads of 2 and 20 tons, respectively.

• The trend of the maximum vertical displacement against the axle loads is close to a loga-
rithmic equation y = a ln(x) + b. The coefficient a in this equation is 0.25, 0.29 and 0.32
for the distance between the sleepers 50, 60 and 70 cm, respectively. Correspondingly, the
coefficient b is −0.15, −0.17 and −0.18, respectively.
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Thermo-fluid properties are required for numerical modeling of nano/micro devices. These
properties are mostly obtained from results of molecular dynamics (MD) simulations. There-
fore, efforts have been put in developing methods for numerical evaluation of fluid properties,
such as pressure. In this paper, the pressure behavior in a controllable nanochannel flow is
investigated. The nanoflow field is created by imposing a gradient of a macroscopic property
such as temperature. Details of the pressure calculation method in a molecular system and
its sensitivity to the approximations made are described first. The effect of temperature rise
in a uniform flow on the pressure field is studied next. Then, in the flow under a fixed mean
velocity condition, the effect of temperature gradient as a controllable property on the pres-
sure field of nanoflow is studied. Velocity, pressure and molecular density of nanoflows with
various temperature gradients and different temperature levels are investigated as well. It
has been found that the temperature level at which the temperature gradient is imposed, is
important. A fixed temperature gradient will not always lead to the same pressure gradient
at different temperature levels. Furthermore, quite interestingly, it is observed that at a fixed
temperature gradient, with the variation of mean velocity the pressure field also varies.

Keywords: nanofluid, molecular dynamics, pressure, bin size, sampling, periodic flow

1. Introduction

Flow behavior at micro and nano scales has been a subject of interest in the recent years. The
flow in a nanochannel, as a typical reduced-size fluid flow system, can demonstrate different
aspects of nanofluid systems. This is why many studies can be found in literature focusing on
the simulation of nanochannel flows (Mi and Chwang, 2003).
Molecular Dynamics (MD) is a deterministic method to calculate position of molecules and

their dynamic properties. Different potential functions have been introduced to represent molecu-
lar forces in MD simulations (see for example Leach, 1999; Sadus, 2002). Extracting macroscopic
properties such as velocity, temperature and pressure from microscopic data has been also a chal-
lenging issue for scientists (Allen and Tildesley, 1987; Karniadakis et al., 2002; Karimian et al.,
2011). In earlier studies, the boundary of the domain was not of primary importance and simple.
Periodic boundary conditions were used (Stillinger and Rahman, 1974; Travis and Evans, 1977;
Koplik et al., 1989; Travis and Gubbins, 2000; Nagayama and Cheng, 2004). Implementation
of boundary conditions in MD simulation has been the center of attention in the recent years,
especially in the field of mechanics (Sun and Ebner, 1992; Huang et al., 2004, 2006; Hanasaki
and Nakatani, 2006). In addition to the inlet/outlet boundary conditions, different approaches
exist in the literature to implement wall boundary conditions in molecular dynamics. The most
usual choice is to model walls by two rows of molecules. Wall molecules are allowed to oscillate
about their initial positions at which they are fixed. This is done either by assigning heavy
weights to the wall molecules (Koplik et al., 1988), rescaling the velocity of wall molecules to
their initial values (Huang et al., 2004) or using fictitious springs (Fan et al., 2002; Huang et
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al., 2006; Sofos et al., 2009; Branam and Micci, 2009; Kamali and Kharazmi, 2011). In addition
to these, some studies can be found where the walls were modeled differently. For example, see
the work of Ziarani and Mohamad (2005), where the walls were modeled as reflective. Since wall
boundary conditions are not the subject of this paper, interested scientists are encouraged to
read the above-mentioned references.

Boundary conditions at the inlet and outlet have been also a subject of research. With proper
boundary conditions, the desired flow field can be created within a nanochannel. There are
different methods in the literature to create controllable nanoflow. These methods are classified
in four categories. Creating a flow with an external force or acceleration to move molecules in a
specified direction is the most simple and straightforward method. Note that the extra energy
added to the flow field due to external force must be taken out of the domain to hold the energy
balance (Koplik et al., 1988; Fan et al., 2002; Ziarani and Mohamad, 2005; Sofos et al., 2009;
Kamali and Kharazmi, 2011).

Another method found in the literature makes use of motion of a piston or plate upstream
of the inlet to create the flow. In this method, the solution domain is extended to provide extra
space between the piston and the inlet. To control flow condition in the outlet as well, sometimes
a piston and the required extra space is added to the end of the solution domain. In this case,
there is no need to implement periodic boundary conditions or insert and delete molecules at
the inlet or outlet of the solution domain. This approach works well for dense systems. Since
additional molecules are to be taken into account in these added spaces, extra computational
effort is required in these methods. The other disadvantage is that the solution is limited to
the time in which the piston moves in the space between its initial position and the inlet/outlet
(Huang et al., 2004, 2006; Hanasaki and Nakatani, 2006).

The third method involves using a temperature gradient to create a nanoflow. In this appro-
ach, hot and/or cold walls are embedded within the domain along the flow direction (Han, 2008;
Liu and Li, 2010; Darbandi et al., 2011). The role of the temperature gradient is to change the
kinetic energy of the fluid. At high temperatures, the kinetic energy and therefore the pressure
of the fluid increase. This pressure gradient causes the fluid to move downstream. The energy
balance can be established between hot and cold plates to prevent accumulation of extra energy
in the domain. It should be noted that in practice, hot or cold temperature walls cannot be easily
mounted within the flow and, therefore, implementation of this approach is not straightforward.

The fourth method creates a flow by wall motion. In this approach, walls of a channel move
in opposite or parallel directions with a constant velocity to create the flow (Zhang et al., 2009;
Kim et al., 2010).

While all of the above-mentioned methods achieve the goal of creating a molecular flow in
nanochannels, they fail to offer a proper approach to produce the predefined flow. The goal
of the present research is to investigate pressure behavior in a controllable nanochannel flow
created by a gradient of a macroscopic property such as temperature. In the following sections,
we first introduce the calculation method used here to evaluate pressure in a nanoflow. Then we
will discuss details about the nanoflows controlled by the temperature gradient, especially the
behavior of pressure.

2. Molecular dynamics

In molecular dynamics, positions of molecules are determined using Newton’s second law. In-
termolecular fluid-fluid forces are calculated using the Lennard-Jones 12-6 potential equation
(Rapaport, 2004)

Uij = 4ε
[( σ
rij

)12
−
( σ
rij

)6]
(2.1)
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In this equation, Uij is the Lennard-Jones potential, rij is the distance between two interacting
molecules i and j, ε is the energy scale, and σ is the finite distance at which the intermole-
cular potential is zero. The derivative of the L-J potential with respect to rij represents the
intermolecular force

fij = −
dUij
drij

fij =
48ε

r2ij

[( σ
rij

)12
− 1
2

( σ
rij

)6]
rij (2.2)

In the above equation, fij is the force of molecule j acting on molecule i. It is common to
enforce this equation within a cut-off distance to reduce the computational cost. We chose a
cut-off distance of rc = 2.5σ herein, which is usually used in other references to simulate the
argon flow (Koplik et al., 1989; Priezjev, 2007; Sofos et al., 2009).

3. Pressure formula

In a macroscopic analysis, pressure is calculated solely based on the virial equation of state. In a
microscopic system however, pressure is calculated from the virial equation of state on all atoms
plus summation of intermolecular forces multiplied by corresponding distances between them.
For pair-additive force fields, the fluid pressure P can be estimated through the virial equation
of state given below (Allen and Tildesly, 1987)

P =
NkBT

V
+
1

3V

N∑

i=1

N∑

j>i

rijfij (3.1)

where N is the number of molecules in the computational domain, kB is Boltzmann’s constant,
and V and T are volume and temperature of the computational domain, respectively. The first
term in Eq. (3.1) is called the kinetic term and contains temperature of the computational
domain. In a microscopic view, temperature is defined as

T =
m

3NkB

N∑

n=1

3∑

i=1

(Vni − V i)
2 (3.2)

where n denotes the molecule number in the domain, i = 1, 2, 3 denote the x, y, and z components
of the atomic velocity Vn, V i is the i-th component of the mean flow velocity V, and m is the
atom mass. The mean velocity can be obtained from any of the several averaging methods like
SAM (Tysanner and Garcia, 2004), CAM (Tysanner and Garcia, 2005) or SMC (Karimian et
al., 2011) that reduces statistical errors in its calculation. In this paper, the SMC method is
used to calculate the mean velocity. As can be observed in Eq. (3.2), temperature is related to
the kinetic energy of molecules in the microscopic view, which is always positive. The velocity
difference within parentheses that represents instantaneous velocity due to thermal fluctuations
is called the virial velocity.
The second term in Eq. (3.1) includes the effect of forces between the molecules; this term

is called the potential term. The kinetic term is always positive but the potential term may be
positive or negative. A zero force exists between two molecules at a distance of 21/6 based on the
L-J potential model. If the distance between two molecules is higher than this value, the sign
of the pair-additive force will be negative and the molecules attract each other. On the other
hand, when the distance between two molecules is less than this value, the force is of repellant
nature.
The pressure calculation method defined by Eqs. (3.1) and (3.2) is implemented in an in-

house, MD code to determine pressure values from the results of MD simulations. Please note
that this code is used in authors’ previous works in which its accuracy in calculation of ma-
croscopic properties were demonstrated (Karimian et al., 2011; Karimian and Namvar, 2012;
Namvar and Karimian, 2012; Karimian and Izadi, 2013).
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4. Pressure calculation

The purpose of this Section is to validate the pressure calculation. According to Eq. (3.1),
pressure has two parts, kinetic and potential terms. Our experience shows that precautions
should be taken in calculation of pressure in MD simulation. This is demonstrated by considering
a cubic region with its molecules in equilibrium, which is a constant Number, Volume and Energy
(NVE) simulation. We know that pressure would be the same all over this region. The size of
this cube is L = 45 Å and it contains N = 1728 mono atomic noble gas molecules of Argon.
Atomic diameter of Argon is σ = 3.4 Å and its energy parameter is ε = 1.67 ·10−21 J. A periodic
boundary condition is applied in all directions. Argon molecules are initially arranged in a lattice
form of Face-Centered Cube (FCC). MD simulation of Argon molecules starts from the initial
temperature of 120K, and the mean velocity of zero. The equation of motion is integrated
over time with ∆t = 10−15 s, using Verlet’s scheme (Verlet, 1967). The number of molecules is
constant during the simulation. Macroscopic properties at any point of the molecular domain is
extracted via sampling and averaging of molecular properties within the control region around
that point, called a bin (Kamiadakis et al., 2002). Four bins with different sizes are selected
for sampling and averaging of flow properties. As shown in Fig. 1, the largest bin covers the
whole cube and contains all argon molecules. Other bins are smaller cubes with lateral sizes of
3/4, 1/2 and 1/4 of the lateral size of the whole domain. In volumetric fraction, these cubes
are 27/64, 1/8, and 1/64 of the whole domain, respectively. Note that the periodic boundary
condition is applied on the cube boundaries. Therefore, similar to other three bins, bin 1/1 is
also simulated as if it is in the middle of the domain. Obviously, pressure obtained from all bin
sizes should be equal. The molecular dynamics simulation is continued for 30000 time steps of
10−15 s, when equilibrium is reached. Although pressure as a macroscopic property should be
independent of the bin size, the results show that different pressure values are obtained. The
origin of this difference is in the potential part of the pressure equation.

Fig. 1. Bin sizes for pressure calculation in a periodic stationary molecular flow

The kinetic part of pressure, which is solely based on the properties of atoms and is indepen-
dent of molecular interactions, converges to the value of 27MPa in all bins with different sizes.
The potential part of pressure, however, converges to different values of −22.3, −18.4, −1.2,
and 5.9MPa in bins with sizes of 1/1, 3/4, 1/2, and 1/4, respectively. This part of pressure is
calculated from summation of all pair-additive forces between molecules multiplied by the di-
stance between them. In this approach, no cut-off distance is considered for the molecules. More
numerical tests have shown that inclusion of the cut-off distance cannot resolve this problem of
pressure calculation, unless the influence of the molecules outside the calculation bin within the
cut-off distance from its boundaries is taken into account. Having implemented this, calculated
pressures in all of the bins converge to the value of 31.4MPa at the equilibrium state with minor
pressure oscillations and differences in bins with sizes of 1/4 and 1/2 due to the bin size. Note
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that the number of molecules within a bin plays an important role in calculation of pressure.
More details about the effect of bin size on sampling and averaging can be found in (Karimian
and Izadi, 2013). Calculation of pressure in bin 1/1 with LAMMPS (Plimpton, 1995) converged
to the same value with less than a 3 percent difference, which verifies the present method for
calculation of pressure in MD simulation.

5. Control of pressure by temperature

As noted, macroscopic properties can be extracted from microscopic properties of molecules,
calculated by MD simulation. In contrast to this, here we would like to set a macroscopic
property in the solution domain. For this purpose, consider a periodic flow in a nanochanel
with length of L = 144.6 Å and cross-section of 36.15 Å×36.15 Å. This flow contains N = 940
mono-atomic noble gas molecules of Argon. Periodic boundary conditions are applied on the
boundaries of the domain. Argon molecules are initially arranged in a FCC lattice form, and
solution starts from the initial temperature and velocity of 120K and 5m/s, respectively. As
shown in Fig. 2, the solution domain is divided into 8 equal bins. We are going to set a desired
pressure within the domain and study its effects on the solution; but before that, the solution
is proceeded for 400000 time steps of ∆t = 10−15 s to reach equilibrium. During the solution,
temperature of 120K and mean velocity of 5m/s are continuously enforced in the first bin.
At each time step, the mean velocity in this bin is updated by adding the difference between
desired and calculated mean velocities to the velocity of each molecule inside the bin. In a similar
fashion, at each time step, temperature in the bin is updated by rescaling the virial velocity of
molecules. As expected, temperature and flow velocity within the whole solution domain reach
120K and 5m/s respectively, at the equilibrium. The averaging method of SMC (Karimian et
al., 2011) is applied to calculate pressure using Eq. (3.1) at each time step. Solution convergence
for velocity and pressure in all 8 bins is shown in Fig. 3.

Fig. 2. Periodic flow including 940 molecules with 8 bins along the x direction

As expected, the mean velocity has converged to a value of 5m/s in all of the bins. The
convergence of the mean velocity values is faster than that for the pressure. We believe that this
is because the mean velocity is weakly dependent on interactions between molecules. In Fig. 3b,
pressure has converged to a value of 2.9MPa.
Now we would like to set a new value for pressure in the solution domain. For a fixed number

of molecules, pressure can be set to a new value by changing temperature of molecules. As noted
above, temperature can be set by rescaling the virial velocity of molecules. To examine this,
temperature is raised up from 120K to 150K in the first bin of this periodic flow at time
4 · 10−10 s; i.e. in the time step of 400001. Then solution is continued for an extra 400000 time
steps. The enforced mean velocity is still 5m/s in the first bin. Analysis of the solution shows
that pressure increases in the first bin and consequently propagates to the rest of the periodic
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Fig. 3. Solution convergence in bins for: (a) velocity in a periodic flow with enforced velocity of 5m/s
in bin 1, and (b) pressure in a periodic flow with enforced temperature of 120K in bin 1

Fig. 4. Convergence of pressure in different bins of the periodic flow with the mean flow velocity
of 5m/s. A raise in temperature from 120K to 150K is enforced in the first bin at the time step 400001

flow until the equilibrium is reached. The convergence of pressure in all of the bins is shown in
Fig. 4. At the equilibrium, pressure reaches 6.1MPa all over the solution domain. Again, the
mean flow velocity also reaches the value of 5m/s.

In the next step, we would like to see how effectively the temperature gradient along a periodic
flow can alter pressure, or how quick would be the response of pressure to the temperature
gradient along the flow. In the first 400000 time steps, the flow field reaches its equilibrium for
the enforced temperature and mean flow velocity of 120K and 5m/s, respectively, in the first
bin. Then, at the time step 400001, a temperature difference of 30K is applied between bins 3
and 7, by setting temperature values to 180K and 150K, respectively.

During the first 400000 time steps, SMC averaging uses all solution data from the first time
step. However, after the implementation of temperature change at the time step 400001, we
cannot include much data from the previous time steps in SMC averaging. If we start SMC ave-
raging promptly from the time step 400001, undesirable pressure fluctuations will appear in the
results. In this case, noticeable extra time steps would be required to resolve this inconsistency
in SMC averaging. Our experience shows that very good results can be obtained if only a small
portion of data before the time step at which the temperature change is applied (i.e. 400001), is
involved in SMC averaging. Here, pressure data of 30 time steps are enough. This means that
SMC averaging uses the data from the time step 399971 and after that. Convergence rates of
pressure in all of the bins are shown in Fig. 5. As can be seen, pressure increases from 2.9MPa
at temperature of 120K to 7.90MPa and 7.15MPa at temperatures of 180K and 150K in bins 3
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Fig. 5. Convergence of pressure in different bins of the periodic flow with the mean flow velocity
of 5m/s. A temperature gradient of 30K is enforced between bin 3 with 180K and bin 7 with 150K

at the time step 400001

and 7, respectively. It can also be seen that pressures in other bins are between these two values.
In the next Section, results of this case including pressure, density, and velocity gradients in
the periodic flow will be discussed in details. At this point, we conclude that pressure can be
effectively set to a desired value at anytime or anywhere in the solution domain by setting the
temperature of molecules. This finding can be very useful in applying flow boundary conditions
in the inlet or the outlet of the solution domain.

6. Creating a periodic flow with a temperature gradient

In this Section, we would like to analyze a flow field and gradients of its variables in a periodic
flow that is created by a temperature gradient. Consider the flow field from the previous Section
that has been created by a temperature gradient enforced between bins 3 and 7. The mean
velocity was set to 5 m/s in the third bin, and temperature values of 180K and 150K were
set in bins 3 and 7, respectively. Having assumed periodic boundary conditions at the inlet and
outlet, bins 3 and 7 fall exactly in the middle of the flow field. It means that the distance from
bin 3 to bin 7 is equal to the distance from bin 7 to bin 3 in the periodic domain. From the time
step 400001, 800000 time steps of 10−15 s are taken to arrive at the equilibrium in the flow field.
The implemented temperature gradient of 30K has resulted in pressure, mean flow velocity, and
molecular density variations shown in Fig. 6. In Fig. 6a, the mean flow velocity decreases from
5m/s in bin 3 to 3.3m/s in bin 7. Furthermore, pressure has reached its maximum value of
7.9MPa in bin 3 and its minimum value of 7.15MPa in bin 7 (Fig. 6b).

Fig. 6. Variations of flow variables along the periodic flow generated by temperature gradient of 30K,
(a) velocity, (b) pressure and (c) molecular density
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As shown in Fig. 6c, the lowest value of molecular density occurs in bin 3 where temperature
value is set to 180K. This is the highest temperature in the channel. The molecules move with
a high virial velocity in this bin and, therefore, they push each other to the outside of the bin.
This is why the lowest molecular density occurs here. According to Eq. (3.1), while pressure
increases with temperature only through the first term and the effect of molecular density
appears in both terms, temperature has the dominant role in determining the pressure value
and its variation. Therefore, as seen in Fig. 6b, the highest pressure occurrs at the bin with the
highest temperature.

In the next step, we would like to investigate the effect of the temperature gradient on the
flow field at different temperature levels. We believe that the temperature level at which the
temperature gradient is applied, is important. Variations of velocity, pressure and molecular
density for a temperature gradient of 30K between bins 3 and 7, and at different fluid tempera-
ture values are shown in Fig. 7. The results are obtained for fixed temperatures of 150K, 180K,
210K, 240K, and 270K at bin 3. The mean flow velocity of 5m/s is still forced at bin 3.

Fig. 7. Variations of flow variables along the channel generated by a temperature gradient of 30K at
different fluid temperatures, (a) mean flow velocity, (b) pressure and (c) molecular density

In comparison to the level of fluid temperature, the results show that a 30K temperature
gradient becomes less effective at higher fluid temperature levels. In other words, the 30K
temperature gradient at the fluid temperature of 150K has a higher effect on the flow characters
than it does at a fluid temperature of 270K, for instance. Therefore, it can be seen in Fig. 7
that as the temperature level increases, the mean flow velocity profile and molecular density
profile become smoother. In a similar fashion, the pressure profile becomes almost flat at higher
temperature values. Furthermore, in Figs. 7a and 7c, the profiles converge to a single avergage
value. This is not the case with the average pressure value which continuously increases with
temperature throughout the channel.

From Eq. (3.1), one can conclude that the mean flow velocity will not affect the pressure
values since it has no direct contribution in the equation. To study this, the values of temperature
in bins 3 and 7 are set to 150K and 300K, respectively enforcing a high temperature gradient
of 150K in the domain. The molecular flow is solved for this temperature gradient at different
mean flow velocities of 5, 10, 15, 20, 25, 30, 35, 40, and 45 meters per second in bin 3. The
profiles of velocity, pressure and molecular density as well as temperature in these experiments
are shown in Figs. 8a-8d. In addition, the average temperature value of the molecules in the
whole domain has been calculated and plotted in Fig. 8e.

It can be seen in Fig. 8b that pressure decreases uniformly with an increase in the mean
flow velocity. This is in contrast with the above-mentioned statement. To further understand the
reason behind this behavior, let us analyze the results shown in Fig. 8. From Figs. 8c and 8d, we
observe that molecular density is at its maximum in the lower temperature zone of the domain.
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Fig. 8. Variations of flow variables along the channel generated by a temperature gradient of 150K at
different mean flow velocities. Variations of (a) velocity, (b) pressure and (c) molecular density,

(d) temperature, (e) average temperature of molecules in the whole channel

This trend is more pronounced when the mean flow velocity increases. This means that the
number of molecules with lower temperature values increases in the solution domain with the
mean flow velocity. As a result, the bulk molecular temperature of the domain decreases with
the mean flow velocity (Fig. 8e). Since temperature has the dominant influence on pressure, it
can be justified that the reduction of pressure in the domain is a direct result of the reduction
in the bulk molecular temperature.

The effect of the temperature gradient on the flow field is also studied here. Different tem-
perature gradient values are examined by setting temperature of bin 7 at 175K, 200K, 225K,
250K, 275K, 300K, 325K, and 350K. A mean flow velocity of 5m/s and temperature of 150K
are set at bin 3. Variations of velocity, pressure and molecular density for different temperature
gradients between bins 3 and 7 are shown in Fig. 9.

At higher temperature values, the virial velocity of molecules increases and, therefore, mole-
cules repel each other. As a result, the molecular density decreases. In addition, the mean flow
velocity of molecules increases since at low molecular density values, fewer obstacles exist on
their ways. Based on this argument, the behavior of velocity and density profiles in Figs. 9a
and 9c can be easily justified.

As seen in Fig. 9b, pressure in the whole domain rises with the temperature gradient. An
increase in the temperature gradient increases the average temperature of the flow field globally
and, therefore, pressure rises in the whole channel. The behavior of pressure profiles can be
explained locally as well. In bin 3 for instance, pressure rises due to an increase in molecular
density although temperature is constant. In bin 7, however, pressure rises due to an increase
in temperature although molecular density reduces. Once again, note that temperature has the
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Fig. 9. Variations of flow variables along the channel generated by different temperature gradients at a
mean flow velocity of 5m/s in bin 3. Variations of (a) velocity, (b) pressure and (c) molecular density

primary role in variation of the pressure value and its behavior. Therefore, pressure increases
from bin 3 to bin 7.

The last test case has been repeated with a fixed temperature of 180K (instead of 150K) to
investigate the flow behavior at a different temperature level. The results are not reported here
to limit the length of the present paper; but similar behavior has been observed. At the end, it is
worth to mention that while more accurate methods for pressure calculation in inhomogeneous
fluids can be found in the literature (Todd et al., 1995), we believe that employment of such
methods will not lead to different conclusions than those made herein.

7. Conclusion

Details of pressure calculation in a molecular system and its sensitivity to approximations have
been studied herein. It has been shown that for molecules near boundaries, inclusion of all
molecules within their cut-off region including those outside of the domain boundary is crucial
for correct calculation of pressure.

In this paper, a method has been introduced to create a flow by controlling macroscopic
properties in two different regions. Temperature values have been imposed at two selected regions
along the flow, and the mean flow velocity has been imposed at one of these regions. Having
applied these conditions to the periodic flow and conducting parametric study on it, the following
results have been obtained.

• Temperature and its gradient have the most dominant role on the variation of the pressure
value and its gradient in the periodic flow.

• In the periodic flow, the pressure gradient established as a result of a constant tempe-
rature gradient is not always the same at different temperature levels. In fact, both the
temperature gradient and the temperature at which this gradient is applied, determine the
pressure gradient in the flow.

• Since the mean velocity does not appear in the pressure formula, it is expected that
variations of the mean velocity would not change pressure in the periodic flow. However,
the results show that for a constant temperature gradient, pressure changes inversely with
the mean flow velocity. Based on our analysis, this is because the mean flow velocity
directly changes the average temperature of the flow within the channel.
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The paper presents evaluation of the jet damping effect on spatial motion of a homing guided
missile with variable mass. The mathematical model of motion including effects generated
by the burning fuel are presented – changes of mass characteristics as well as the jet damping
effect are taken into account. Both the influences of inertia forces/moments and changes of
the position of mass center are calculated. The damping effect generating additional forces
and moments acting on the missile is also determined. The obtained set of equations of
motion allows one to analyze a wide spectrum of various problems, e.g. the influence of jet
damping on the homing guided missile trajectory or the dynamic response of the missile to
atmospheric disturbances. Exemplary results of simulations are shown.

Keywords: missile dynamics, variable mass system, jet damping effect, numerical simulations

1. Introduction

During the phase of engine working, a missile should be treated as a variable mass system (Davis
et al., 1958; Dimitrevskii, 1972; Quarelli et al., 2014; Thomson, 1965a,b, 1986). The combustion
process causes a change in the mass center – all mass characteristics of the missile change.
Simultaneously produced gases reach high speed inside the engine. In the case of pitching or
yawing motion of the missile, these moving gases are a source of the “jet damping” effect.
This effect influences rotational motion of the missile. Usually, this effect is ignored because the
burning phase is short and the blast-off parameters are stable. In particular, it concerns the
angular velocities which are equal to zero. But in the case of a homing guided missile with a
long burning process, it may be possible to observe its maneuvers when the engine still works
and angular velocities are different from zero. It means that the jet damping effect occurs. It
should be assessed whether it is important for the dynamics of missile flight and for precision of
target hitting.
To calculate the jet damping effect one has to know the velocity distribution of combustion

gases inside the engine. Because the engine consists of two parts – a combustion chamber and an
exhaust nozzle, we have to determine these distributions inside both engine components. In the
case of the combustion chamber, the combustion law and the geometry of the fuel rod have to
be taken into account, and usually an analytical formula describing velocity can be determined.
For the exhaust nozzle, thermodynamic laws for supersonic de Laval nozzle are included into
consideration. In this case, the velocity profile can be determined numerically – an analytical
formula is not possible because of various descriptions of nozzle geometry.

2. Geometry and kinematics of missile motion

2.1. Geometry of the missile

The following right-handed rectangular coordinate systems are applied in order to determine
the set of equations of motion:
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1. OIxIyIzI inertial coordinate system with the origin at any point in space;

2. OZxIyIzI – coordinate system with the origin at the center of the Earth parallel to
OIxIyIzI ;

3. Ogxgygzg – moving coordinate system with the origin Og at the Earth surface;

4. Oxgygzg – moving coordinate system parallel to Ogxgygzg with the origin O at any fixed
point of the missile;

5. Oxyz – moving coordinate system with the origin at any fixed point of the missile.

2.2. Transformations of coordinate systems

If one has components of any vector in any coordinate system, its components in another
system can be calculated using a transformation matrix. This matrix is determined using ele-
mentary angles of rotation. These angles define the relative position of two coordinate systems.

Fig. 1. Coordinate systems OIxIyIzI , Oxyz and basic vectors

Fig. 2. Transformations of the coordinate systems

For the transformation from OZxIyIzI to Ogxgygzg, the following angles (see Fig. 2) are
used: λ – azymuth, ϕ – declination. For the systems Ogxgygzg and Oxyz, the following angles
are used: Ψ – yaw, Θ – pitch, Φ – roll. The transformation matrices have the form, respectively
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Lg/I =



cosφ − sinφ sin λ sinφ cos λ
0 cos λ sinλ

− sinφ − cosφ sin λ cosφ cos λ




Lm/g =




cosΨ cosΘ sinΨ cosΘ − sinΘ
cosΨ sinΘ sinΦ− sinΨ cosΦ sinΨ sinΘ sinΦ+ cosΨ cosΦ cosΘ sinΦ
cosΨ sinΘ cosΦ+ sinΨ sinΦ sinΨ sinΘ cosΦ− cosΨ sinΦ cosΘ cosΦ




(2.1)

2.3. Velocities

2.3.1. Angular velocities

We define the following angular velocities: ωz – angular velocity of Ogxgygzg relative to
OgxIyIzI . This velocity in OgxIyIzI has the following components: ωz = [ωz, 0, 0]

T; ω – angular
velocity of Oxyz relative to Ogxgygzg. This velocity in Oxyz has the following components:
ω = [P,Q,R]T; Ω – angular velocity of Oxyz relative to the inertial coordinate system. It is
equal to the sum of two velocities Ω = ω +ωz.

2.3.2. Linear velocities

In further analysis, one assumes that the inertial system with the origin at the center of the
Earth is the reference coordinate system (i.e. RZ = 0). The translational and rotational motion
of the missile is represented by a change of the vector RO. The absolute velocity of any point
of the missile Pi is defined by the expression

Vi = VO/g +Vrel i + ω × ri + ωz ×Ri (2.2)

where VO/g = [U, V,W ]
T is the velocity of the pole O, Vrel i = d′ri/dt is the relative velocity

in the case if the point Pi represents a gas particle, which after fuel burning moves inside the
missile body in the direction to the nozzle – in this case, this motion causes a change of the
vector ri. If the angular velocity of the Earth is omitted, the last component is equal to zero.

2.4. Accelerations

Newton’s laws hold true in the inertial system. The absolute acceleration of the point Pi in
this system is equal to

ai = aO/g + ω ×VO/g + ε× ri + arel i + ω × (ω × ri) + 2(ω +ωz)×Vrel i
+ 2ωz ×VO/g + 2(ωz × ω)× ri + 2ω × (ωz × ri) + ωz × (ωz ×Ri)

(2.3)

where aO/g = d
′VO/g/dt is the acceleration of the pole O in Ogxgygzg; ε = d

′ω/dt is the angular
acceleration of the missile; arel i = dVrel i/dt is the relative acceleration of a particle moving
inside the missile. For missiles of short and medium-range, the issues related to the angular
velocity of the Earth can be omitted. In this case, the absolute acceleration is equal to

ai = aO + ω ×VO + ε× ri + arel i + ω × (ω × ri) + 2ω ×Vrel i (2.4)

In this case, Ogxgygzg is the inertial frame. Accordingly, in the above formula, the subscript O/g
is replaced by O.
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3. Mass and mass center of the missile

The missile is a system of variable mass. Its mass is the sum of all elementary masses contained
in a given time within its body. During the active phase of flight, this mass includes: fuselage,
fuel, gases contained in the combustion chamber and in the nozzle:m = mfus+mfuel+mchamber+
mnozzle . The position of the center of mass in the inertial system is determined by the vector

RC =
(∑

iRimi

)
/m. However, in the moving system Oxyz, the position of the center of mass

is determined by the formula rC = S/m, where S is the vector of static moments

S =
∑

i

rimi =

[∑

i

ximi,
∑

i

yimi,
∑

i

zimi

]T

4. The equations of translatory motion of the missile with variable mass

The momentum of the missile with variable mass and with one outlet nozzle is

p(t) = mVC + ṁ(RC −RE) (4.1)

where ṁ = dm/dt is the mass flow rate; VC = dRC/dt is the absolute velocity of the center
of mass; RE = RO + rE is the vector determining the position of the nozzle. On the basis of
equation (4.1), one can calculate the total differential of momentum for the mass inside the body

dp1(t) =
[
ṁVC +m

dVC
dt
+ m̈(RC −RE) + ṁ(VC −VE)

]
dt (4.2)

For the mass ṁdt, which lefts the missile body with the absolute velocity V∗e , the total differential
of momentum is equal to dp2(t) = −ṁdtV∗e 1. Finally, the change of momentum of both the
missile as well as the mass ṁdt is equal to

dp = dp1 + dp2 =
[
m
dVC
dt
+ m̈(RC −RE) + ṁ(2VC −VE −V∗e )

]
dt (4.3)

According to the second Newton law, the change of momentum of the missile is equal to the
impulse of the external force F

dp(t) = Fdt (4.4)

On the basis of expressions (4.3) and (4.4) one can obtain

m
dVC
dt
+ m̈(RC −RE) + ṁ(2VC −VE −V∗e ) = F (4.5)

Without taking into account the angular velocity of the Earth rotation, the absolute velocities
of points C and E are defined by expressions

VC = VO +
d′rC
dt
+ ω × rC VE = VO + ω × rE (4.6)

The second component of VC is a relative velocity of the center of mass due to its motion as
a result of the burning process Vrel C = d

′rC/dt. It does not occur in VE because the position
of the exit nozzle relative to the pole O is fixed. The absolute velocity of the gases leaving the

1The sign “−” shows that the mass of the missile decreases and the value of the mass flow rate is
negative.
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outlet nozzle V∗e is equal to the sum of the nozzle exit velocity VE and the relative velocity Urel ,
which is a result of the thermodynamic processes inside the nozzle

V∗e = VE +Urel = VO + ω × rE +Urel (4.7)

Taking into account the above terms in equation (4.5), we obtain

m
dVC
dt
+ m̈(rC − rE) + 2ṁ[Vrel C + ω × (rC − rE)] = F+T (4.8)

where the thrust of the engine is T = ṁUrel . The thrust T is positive because in the system
Oxyz both the value of the mass flow rate ṁ as well as the relative velocity Urel are negative.

Taking into account formula (2.4) related to the center of mass, on the basis of (4.8), one
can determine the equation of translatory motion of the missile with variable mass

m
(d′VO
dt
+ ω ×VO

)
+ ε× S+ ω × (ω × S) +marel C + 2mω ×Vrel C

+ m̈(rC − rE) + 2ṁ[Vrel C + ω × (rC − rE)] = F+T
(4.9)

If the thrust has only one component Tx = T , the missile is axisymmetric and the center of mass
and the center of the missile nozzle exit are all the time on the axis of the missile, then we have
three scalar equations

m(U̇ +QW −RV )− Sx(Q2 +R2) +max rel C + m̈(xC − xE) + 2ṁUrel C = Fx + T
m(V̇ +RU − PW ) + Sx(PQ+ Ṙ) + 2mRUrel C + 2ṁR(xC − xE) = Fy
m(Ẇ + PV −QU) + Sx(PR − Q̇)− 2mQUrel C − 2ṁQ(xC − xE) = Fz

(4.10)

5. The equations of rotational motion of the missile with variable mass

For rotational motion the second law of dynamics relates to the derivative (with respect to time)
of the angular momentum of the system of material points. Consideration should be taken for
the same mass particles at two successive moments of time.

• At the time t, the system consists of mass m = ∑imi. Locations of elementary masses
mi are determined by vectors Ri (in the inertial system) or by vectors ri (in the moving
system). The absolute velocity is Vi. The angular momentum KO determined in relation
to the pole O (Fig. 1) is equal to

KO(t) =
∑

i

KOi =
∑

i

ri × pi =
∑

i

ri ×miVi (5.1)

• At the time t+∆t, the system consists of two parts:
– mass m =

∑
i(mi −∆mi) that does not leave the body of the missile. The change of

mass is equal to ∆mi = −ṁi∆t. Locations of the elementary masses are determined
by vectors Ri +∆Ri (in the inertial system) or by vectors ri +∆ri (in the moving
system). The absolute velocity is Vi + ∆Vi. The angular momentum is equal to
KO 1(t+∆t) =

∑
i(ri +∆ri)× (mi −∆mi)(Vi +∆Vi).

– mass m =
∑
i∆mi that leaves the missile body with absolute velocity Vi + Urel i.

If the missile is driven by the engine with one nozzle outlet, this velocity is defined
by formula (4.7). The angular momentum of this mass is equal to KO 2(t + ∆t) =∑
i(ri +∆ri)×∆mi(Vi +Urel i).



898 G. Kowaleczko

The change of the angular momentum of the system is equal to

∆KO = KO 1(t+∆t) +KO 2(t+∆t)−KO(t) =
∑

i

ri ×mi∆Vi

+
∑

i

∆ri ×miVi +
∑

i

ri ×∆miUrel i
(5.2)

On the basis of (5.2), it is possible to calculate the derivative of the angular momentum KO
with respect to time

dKO
dt
=
∑

i

ri ×mi
dVi
dt
+
∑

i

VPi/O ×miVi −
∑

i

ri × ṁiUrel i (5.3)

The same derivative can be calculated directly by differentiating expression (5.1)

dKO
dt
=
∑

i

VPi/O ×miVi +
∑

i

ri ×
d(miVi)

dt
(5.4)

The second component in (5.4) is the moment of external forces acting on the missile relative to
the pole O. This moment has the following components in the system Oxyz MO = [L,M,N ].
By comparing expressions (5.3) and (5.4), we obtain

MO =
∑

i

ri ×mi
dVi
dt
−
∑

i

ri × ṁiUrel i (5.5)

If one takes into account expression (2.4) defining the absolute acceleration of any point of the
missile, and assumes that the missile has one nozzle, equation (5.5) takes the final form

S×
(d′V0
dt
+ ω ×VO

)
+ Iε+ ω × (Iω) +

∑

i

miri × arel i

+ 2
∑

i

miri × (ω ×Vrel i) =MO +MT

(5.6)

where MT is the moment of thrust MT =
∑
i ri × ṁiUrel i = rE × ṁUrel . This moment has

the following components in the system Oxyz: MT = [LT ,MT , NT ]. I is the matrix of inertia
moments.
Equations (5.6) can be simplified by taking into account the assumption of axial symmetry

of the missile. If the thrust lies on the axis of the missile, the final scalar form of this equation
is as follows

IxṖ = L

IyQ̇+ PR(Ix − I)− Sx(Ẇ + PV −QU) + 2Q
∑

i

mixiUrel i =M

IzṘ+ PQ(I − Ix) + Sx(V̇ +RU − PW ) + 2R
∑

i

mixiUrel i = N

(5.7)

6. The final form of the equations of motion

Motion of the axisymmetric missile is described by equations (4.10) and (5.7) complemented
with kinematic relations - we have the system of twelve differential equations

Aẋ = f (6.1)

where x is the vector of flight parameters x = [U, V,W,P,Q,R,Φ,Θ, Ψ, xO , yO, zO]
T.
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Non-zero elements of the matrix A are equal to

A11 = m A22 = m A26 = Sx A33 = m

A35 = −Sx A44 = Ix A53 = −Sx A55 = Iy

A62 = Sx A66 = Iy

(6.2)

whereas, the vector f is defined as follows

f1 = Fx + T +m(RV −QW ) + Sx(Q2 +R2)−max rel C − m̈(xC − xE)− 2ṁUrel C
f2 = Fy +m(PW −RU)− SxPQ− 2mRUrel C − 2ṁR(xC − xE)
f3 = Fz +m(QU − PV )− SxPR+ 2mQUrel C + 2ṁQ(xC − xE)
f4 = L

f5 =M + PR(Iy − Ix) + Sx(PV −QU)− 2Q
∑

i

mixiUrel i

f6 = N + PQ(Iy − Ix) + Sx(PW −RU)− 2R
∑

i

mixiUrel i

f7 = P + (Q sinΦ+R cosΦ) tanΘ

f8 = Q cosΦ−R sinΦ

f9 =
Q sinΦ+R cosΦ

cosΘ
f10 = U cosΨ cosΘ + V (cosΨ sinΘ sinΦ− sinΨ cosΦ) +W (cosΨ sinΘ cosΦ+ sinΨ sinΦ)
f11 = U sinΨ cosΘ + V (sinΨ sinΘ sinΦ+ cosΨ cosΦ) +W (sinΨ sinΘ cosΦ− cosΨ sinΦ)
f12 = −U sinΘ + V cosΘ sinΦ+W cosΘ cosΦ

(6.3)

In equations (4.10), there are elements associated with relative motion of the mass center, while
in equations (5.7) there are elements associated with motion of gas particles inside the body of
the missile. They require determination of the relative velocity of mass center of the gas inside
the missile. This will be described below.

7. Determination of gas parameters inside the missile engine

Due to the combustion process, mass m, static moments Si and inertia moments Ix, Iy of the
missile change. The quantity of fuel decreases in the combustion chamber and burning products
leave the interior of the missile through the convergent-divergent nozzle (Fig. 3).

Fig. 3. Scheme of the solid fuel engine
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To determine the rule of change of fuel and these products, assumptions on the shape of the
fuel and the space filled by gas should be made. Knowledge about physical parameters such as
gas pressure p, temperature T , density ρ and velocity U is also necessary.

The following analysis will be carried out in which uniform velocity distribution of flow in
each section of the missile engine is assumed (Mattingly, 2006; Torecki, 1984, Turner, 2009).
This velocity remains parallel to the axis of the missile (the engine)2. In the calculations, the
local coordinate systems associated with the combustion chamber (ξ) and the nozzle (ζ) are
introduced. This analysis also assumes that the mass flow rate is the same in each section of the
nozzle. This means that the initial and final phases of the engine operation are omitted.

7.1. The exhaust nozzle

Energy of gases produced in the combustion chamber is converted into kinetic energy in the
exhaust nozzle (Torecki, 1984). This nozzle is a supersonic de Laval nozzle, which means that the
gas velocity increases in both the convergent as well as in the divergent parts. At the narrowest
cross-section the gas velocity reaches the speed of sound. It is assumed that the flow in the
nozzle is adiabatic and isentropic. As the gas velocity increases, and inside the nozzle is several
times higher than the velocity at the inlet of the nozzle, it is assumed that the parameters at the
inlet cross-section are stagnation parameters density ρ0, temperature T0, pressure p0. Knowing
the adiabatic index k, on the basis of the above assumptions, one can calculate velocity, density
and temperature in any section of the nozzle inlet

U =

√
2k

k − 1
p0
ρ0

[
1−

( p
p0

) k−1
k
]

ρ = ρ0
( p
p0

) 1
k

T = T0
( p
p0

)k−1
k

(7.1)

If the geometry F (ζ) of the nozzle is known, the pressure ratio p/p0 can be found from the
relation

F

Fcr
=
( 2k
k + 1

) 1
k−1

√
k − 1
k + 1

1√
(
p
p0

) 2
k −

(
p
p0

)k+1
k

(7.2)

The mass flow rate in the nozzle can be described by the relation

ṁnozzle = Fcr
( 2
k + 1

) 1
k−1

√
2k

k + 1

√
p0ρ0 = Fcr

(
2
k+1

) 1
k−1
√
2k
k+1√

RT0
p0 = CFcrp0 (7.3)

where C is the discharge coefficient depending on the fuel type and geometry of the nozzle,
R – gas constant of combustion products.

7.2. The combustion chamber

The analysis assumes that the fuel has shape of a hollow cylinder with length of L, see
Fig. 3. The initial inner and outer radii are respectively equal to rw0 and rz0. It is assumed
that the combustion takes place on the inner and outer surface of the cylinder with the burning
speed vburn . At the time dt, its inner radius increases and the outer radius decreases by a value

2This is relative velocity occurring in equations (5.7)2,3 taken with the sign (−). For clarity, the
indexing is abandoned, i.e. instead of −Urel i we apply U .
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dr = vburndt. After the time t, radii rw and rz, cross-sectional area F of the space occupied by
the products of combustion and the burning surface S are equal to

rw(t) = rw0 +

t∫

0

vburn dτ rz(t) = rz0 −
t∫

0

vburn dτ

F (t) = π[r2w + (r
2
z0 − r2z)] S = 2π(rw0 + rz0)L

(7.4)

The latter formula shows that the combustion surface is constant. Whereas, the cross-sectional
area F (t) changes because of the change of rw and rz.

It is assumed that the pressure p0 and temperature T0 is the same in the entire combustion
chamber, and the burning speed is determined by a power series combustion law vburn = Ap

n
0+B

(Kurov and Dolzhaskii, 1961), whereA, B and n depend inter alia on the chemical composition of
the fuel and temperature of the initial charge. The mass flow rate of the gas into the combustion
chamber is equal to ṁchamber = ρfuelvburnS, where ρfuel is the fuel density. In the initial and
final stages of the fuel combustion process ṁchamber 6= ṁnozzle , which means that the flow is non-
stationary and the pressure in the combustion chamber is changed. However, the fundamental
phase of missile engine working is done with ṁchamber = ṁnozzle . This is a result of the so-called
self-adjustment of the engine, which keeps a constant pressure in the combustion chamber.

Using the continuity equation for sections 0-0 and cr-cr and, further, applying the equation
of the state of gas, the gas velocity at the end of the combustion chamber can be calculated as

U0(L, t) =
CFcrp0
ρ0F (t)

=
CFcr
F (t)

RT0 (7.5)

It is noted here that the velocity U0 changes during the combustion process since the cross-
sectional area F (t) increases due to changes in both the inner radius rw and outer radius rz
according to formula (7.4).

In order to calculate the change of velocity along the combustion chamber, it is conside-
red that the gas velocity increases with proximity to the outlet. In the section dξ over time dt
the burned fuel mass is equal to dm = dSvburndtρfuel (dS is an elementary surface of combu-
stion for the dξ section). An increase in the mass flow rate inside the combustion chamber is
dṁ = vburnρfueldS. Simultaneously, taking into account the constant velocity distribution in
the cross section of the chamber ξ-ξ, the increase is equal to dṁ = ρ0FdU . Comparing these
expressions, one can determine the change of velocity dU = [vburnρfuel/(ρ0F )]dS. In order to
calculate the velocity U , it is necessary to know the relationship for the sectional area F and
for the combustion surface S as a function of the coordinate ξ. We have

U(ξ, t) =
vburnρfuel

ρ0

1

F (t)

ξ∫

0

∂S(x, t)

∂x
dx

If the fuel has shape of a hollow cylinder, then on the basis of (7.4), one has ∂S/∂x =
2π(rw0 + rz0). Taking into account the expression for the cross-sectional area F (t) and per-
forming integration, one can calculate the gas velocity at ξ

U(ξ, t) = 2vburn
ρfuel
ρ0

(rw0 + rz0)L

r2w + (r
2
z0 − r2z)

ξ

L
= U0

ξ

L
(7.6)

This formula takes into account boundary conditions: U = 0 for ξ = 0 and U = U0 for ξ = L.
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8. Changes of the missile mass parameters

8.1. The change of the speed of mass

In the time interval dt, along the entire length of the load, the mass occupying the volume
Svburndt is combusted. Knowing density ρfuel , one can calculate this mass dm = 2π(rw0 +
rz0)Lvburndtρfuel . So, the rate of change of fuel mass as well as of missile mass is equal to
ṁ = ṁfuel = 2π(rw0+rz0)Lvburnρfuel . As can be seen, this rate is constant, which means that the
component of equation (4.10)1 comprising the second derivative is equal to zero m̈ = m̈fuel = 0.

8.2. Mass of the fuel and missile

Knowing the rate ṁ, we can calculate the fuel and missile masses at any point of time. If at
the beginning they are mfuel 0 and m0, respectively, we have

mfuel(t) = mfuel 0 − 2π(rw0 + rz0)Lρfuelvburn t
m(t) = m0 − 2π(rw0 + rz0)Lρfuelvburn t

(8.1)

8.3. Motion of the center of mass of the missile

Equations (4.10) require determination of changes in the position of the center of mass and
the relative velocity Urel C and its relative acceleration ax rel C . During operation of the engine,
the fuel mass decreases, while the remaining mass is unchanged. At the same time, the center
of the decreasing fuel mass is constant. It means that

xC(t) =
xfusmfusel + xfuelmfuel (t) + xchambermchamber + xnozzlemnozzle

m
(8.2)

The first and second derivatives of the above expression give the relative velocity and acceleration

Urel C = ṁfuel
xfuel − xC

m
ax rel C = −2

ṁfuel
m

Urel C (8.3)

8.4. Static and inertia moments

On the adopted assumptions concerning the shape and way of the burning process, the static
moment and inertia moments can be calculated. For all parts of the missile – fuselage, fuel and
gases filling the combustion chamber and the nozzle it is necessary to know the distribution
of mass. Table 1 shows necessary formulas which allow one to calculate all static and inertia
moments.

9. Members of the equations of motion depending on the relative velocity and
relative acceleration

There are elements comprising the relative velocity Urel of the gases moving inside the body of
the missile in equations (6.3)2,3. They are determined below assuming an uniform distribution
of the relative speed in all sections of the engine. Calculations are performed for the combustion
chamber and nozzle.
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Table 1

Static and Elementary mass
Formula

inertia moments for calculation

Total static
Sx = Sx fusel +Sx fuel +Sx chamber +Sx nozzle

moment Sx

Sx fusel dm Sx fusel =
∫∫∫
fuselage

x dm

Sx fuel dm = ρfuelπ(r
2
z − r2w)dx Sx fuel =

1
2ρfuelπ(r

2
z − r2w)(l2k − l2p)

Sxchamber dm = ρ0Fdx Sx chamber =
1
2ρ0π[r

2
w + (r

2
z0 − r2z)](l2k − l2p)

Sxnozzle dm = ρ(x)F (x)dx Sx nozzle = ρ0
lp∫
lex

F (x)
(
p
p0

) 1
k
x dx

Total inertia
Ix = Ix fusel + Ix fuel

moment Ix

Ix fusel dm Ix fusel =
∫∫∫
fuselage

r2 dm

Ix fuel dm = ρfuel2πrLdr Ix fuel =
1
2πρfuelL(r

4
z − r4w)

Total inertia
Iy = Iy fusel + Iy fuel + Iy chamber + Iy nozzle

moment Iy

Iy fusel dm Iy fusel =
∫∫∫
fuselage

x2 dm

Iy fuel dm = ρpπ(r
2
z − r2w)dx Iy fuel =

1
3ρfuelπ(r

2
z − r2w)(l3k − l3p)

Iy chamber dm = ρ0π[r
2
w + (r

2
z0 − r2z)]dx Iy chamber =

1
3ρ0π[r

2
w + (r

2
z0 − r2z)](l3k − l3p)

Iy nozzle dm = ρ(x)F (x)dx Iy nozzle = ρ0
lp∫
lex

F (x)
(
p
p0

) 1
k
x2 dx

The combusion chamber

Elementary mass of the gas in the section dx of the combustion chamber is equal to
dm = ρ0π[r

2
w+(r

2
z0− r2z)]dx. Its velocity is given by (7.6). Taking into account this relationship,

one can obtain

∑

i

mixiUrel i = πvsρp(rw0 + rz0)
(
lkl
2
p −
1

3
l3k −
2

3
l3p

)

The exhaust nozzle

The sought expressions for the nozzle can be found based on the knowledge of density
distribution ρ(x) and velocity distribution Urel (x) along the nozzle. We have

∑

i

mixiUrel i =

0∫

−lex+lp

(ζ − lp)ρFUrel dζ

This integral can be efficiently calculated applying numerical methods and solving the issue of
gas flow through the nozzle, as described in Section 7.1.
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10. Determination of external forces acting on the missile

The right-hand side of equations (6.1) includes components of the resultant external force F
acting on the missile and the resultant moment of external forces MO relative to the pole O.
The external force F is the sum of the weight Q and the aerodynamic force R. Whereas,
the moment MO relative to the pole O is the sum of the moments generated by the weight
MQ = rC ×Q and the aerodynamic moment Maer

F = Q+R MO =MQ +Maer (10.1)

Fig. 4. Coordinate systems, aerodynamic forces, velocities and angles

The aerodynamic forces and moments can be divided into static and dynamic. The static
forces and moments are determined on the basis of the value of the nutation angle αt (Fig. 4). At
the same time, the dynamic forces and moments are created when the missile is rotating. They
have a damping character. The resultant aerodynamic force R is equal to the sum of forces:
axial force FX and normal force FN , R = FX +FN (Davis et al., 1958; McCoy, 2012; Rosser et
al., 1947). The final expressions defining the components of the external force and moments are
as follows

Fx = −mg sinΘ − Cx
ρV 2air
2

S

Fy = mg cosΘ sinΦ+
ρV 2air
2

S
[
CNδ

(−V
Vair

)
+
( Pd
Vair

)
CNpδ

( W
Vair

)
+
( Rd
Vair

)(
CNq + CNα̇

)]

Fz = mg cosΘ cosΦ−
ρV 2air
2

S
[
CNδ

(−W
Vair

)
+
( Pd
Vair

)
CNpδ

(−V
Vair

)
+
(−Qd
Vair

)(
CNq + CNα̇

)]

L =
ρV 2aer
2

SdClp
( Pd
Vaer

)
(10.2)

M = −xCmg cosΘ cosΦ+
ρV 2air
2

Sd
[
CMδ

( W
Vair

)
+
(
CMq + CMα̇

)( Qd
Vair

)

+
( Pd
Vair

)
CMpδ

( V

Vair

)]
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N = xCmg cosΘ sinΦ+
ρV 2air
2

Sd
[
CMδ

(−V
Vair

)
+
(
CMq +CMα̇

)( Rd
Vair

)
+
(Pd
V

)
CMpδ

( W
Vair

)]

Vair is the velocity at which the missile moves relative to the air Vair = VO − Vwind . All
coefficients in brackets [. . .] determine the aerodynamic forces and moments. They depend on
the nutation angle and the Mach number.

11. Numerical example and conclusions

Formulas (6.2)1-(6.2)5 show that during the combustion process there are additional forces and
moments which depend on the mass flow rate, relative speed of the combustion products and
their mass. In particular, there are additional moments depending on the angular velocities:
−2Q∑imixiUrel i and −2R

∑
imixiUrel i. They have a damping character as well as the ae-

rodynamic damping moments (members containing (CMq + CMα̇) in expressions (10.2)5 and
(10.2)6). To compare both damping moments, the following derivatives are analyzed

MQ
aer = (CMq + CMα̇)

ρVair
2

Sd2 MQ
jet = −2

∑

i

mixiUrel i (11.1)

To do it, numerical simulation of flight for a homing guided missile has been performed. For
this reason, additionally control laws are also determined on the basis of methods described in
(Krasovskii, 1969, 1973; Locke, 1955; Neupokoev, 1991; Shneyder, 1998; Siouris, 2004). A lot of
various variants of the initial conditions both for the missile and for the maneuvering target are
used. Below, exemplary results for one variant of target flight are presented – a turn maneuver
with increasing altitude. It is assumed that the target is detected by the missile at the distance
of 30 km and initial altitude of 5 km. Its velocity is 100m/s. The initial conditions for the missile
(class Patriot MIM-104) are as follows: pitch angle 45◦, yaw angle 0◦. The working time of the
engine is 12 s. The initial mass of the missile is 910 kg, mass of the fuel is 508 kg. The control
system starts to work two seconds after blast-off.

Fig. 5. Gas pressure (a) and gas velocity (b) along exhaust nozzle

It is assumed that the combustion temperature for nitrocellulose solid propellant grain is
T0 = 2500K. The calculations show that for this temperature the pressure in the combustion
chamber is p0 = 12.9MPa, the burning speed vburn = 8mm/s and the relative velocity at the
nozzle exit is Urrel = 2336m/s. These parameters give a thrust equal to T = 107.08 kN. Exem-
plary changes of gas parameters in the exhaust nozzle are shown in Figs. 5a and 5b. The defined
by (11.1) derivatives are presented in Fig. 6a. We can see that the derivative MQ

jet is constant

during the combustion process. The absolute value of the derivative MQ
aer depends nonlinearly

on Vair because the coefficients (CMq +CMα̇) depend on the Mach number (Fig. 6b). Figure 6a

proves that the aerodynamic derivative MQ
aer is many times greater than M

Q
jet. Therefore, any
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Fig. 6. (a) Damping derivatives; (b) coefficient CMq

Fig. 7. Missile and target trajectories

Fig. 8. (a) Missile-target distance; (b) missile velocity

Fig. 9. (a) Pitch angle; (b) yaw angle
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important influence of the jet damping effect on the missile atmospheric flight has not been
found. The trajectories of the missile and the target are shown in Fig. 7. We can see that the
maneuvering target is hit – a distance between the missile and the target decreases to zero, see
Fig. 8a. Figure 8b presents velocity of the missile which grows during engine operation and next
decreases. The pitch and yaw angles are presented in Figs. 9a and 9b.
Other obtained results also show that the jet damping effect can be neglected for maneuvering

missiles when angular velocities are not equal to zero. The aerodynamic forces and moments are
still of minor importance.
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A class of smooth approximations of the total friction force occurring on a plane finite con-
tact surface is presented. It is assumed that the classical Coulomb friction law is valid on
any infinitesimal element of the contact region. The models describe the stick phase, the
fully developed sliding and the transition between these two modes. They take into acco-
unt different values of static and dynamic friction coefficients. The models are applied in
simulation of a dynamical system performing translational and rotational stick-slip oscilla-
tions, and then they are verified by comparison with the corresponding results in which an
event-driven discontinuous model of friction is used.

Keywords: friction modelling, Coulomb-Contensou model, stick-slip, plane contact

1. Introduction

Contensou (1963) derived the integral model of resultant friction forces between two contacting
bodies on the assumption of validity of the Coulomb friction law on each element of a circular
contact area, Hertzian contact stresses and fully developed sliding. He pointed out that the
normal component of relative angular velocity cannot be neglected in the model of friction
forces for a certain class of mechanical systems.

Howe and Cutkosky (1996), for practical purposes of robotics, proposed an approximation
of this problem in the form of ellipsoid description of the limit surface bounding the zone of
admissible tangential loadings of the contact. However, it is not a direct description of the relation
between the components of sliding and friction. Some researchers proposed Padé approximations
as a convenient substitution of the integral model of friction forces (Zhuravlev, 1998; Zhuravlev
and Kireenkov, 2005). Then the Padé approximants (Kireenkov, 2008) and hyperbolic tangent
functions (Kudra and Awrejcewicz, 2011b) were used in the modelling of friction forces in the
case of a circular contact zone and presence of rolling resistance. Kosenko and Aleksandrov
(2009) developed a piece-wise linear approximation of the integral model of friction in the case
of elliptical contact zone and Hertzian contact stresses. Kudra and Awrejcewicz (2012a, 2013)
presented approximations which can be understood as a certain kind of generalizations and
modifications of the Padé approximants, and applied them to the above problems including the
case of the circular contact with uniform contact pressure distribution as well as elliptical one
with the presence of rolling resistance.

The above mentioned models approximate the friction forces during the fully developed
sliding or their limits in the stick mode. The simulation requires also models describing the
transition between these two modes. The assumption of negligibly short time of duration of this
transition results in a non-smooth dynamical system. They can often be modelled by the use of
piecewise smooth differential equations (PWS). Then the PWS systems are sometimes divided
in the following way (Leine and Nijmeijer, 2004): a) systems with a continuous but non-smooth
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vector field; b) systems with a continuous but non-smooth state; c) systems with a discontinuous
state.

Existence and uniqueness of the solution are guaranteed only for systems belonging to gro-
up (a), known also as Filippov type systems (Filippov, 1964, 1988; Leine and Nijmeijer, 2004).
For example, a mechanical system with dry friction modelled as a discontinuous function of
time belongs to group (b). For instance, the assumption of rigidity of contacting bodies and
the friction force dependent on normal load, which is not known in advance, can lead in some
cases to inconsistency of the solution, known as the Painlevé paradox (Jellet, 1872; Painlevé,
1895; Génot and Brogliato, 1999). Such cases should be interpreted in such a way that the
mathematical model and solution concept do not correspond to the real physical phenomenon.

The techniques of simulation of non-smooth systems can be divided in the following way
(Leine and Nijmeijer, 2004): (i) event-driven integration methods; (ii) time-stepping methods.
Acary and Brogliato (2010) presented a comprehensive review of the event-driven and time-
stepping numerical methods for simulation of non-smooth dynamical systems. Sometimes as
another way of dealing with the non-smooth dynamical systems are regularization or smoothing
methods.

Event driven methods (Leine and Nijmeijer, 2004) use classical integration methods between
two successive events (switches between two different modes) when a system behaves smoothly.
The integration stops if the event is detected. Then the system may undergo a step change
and the next mode is determined. Special rules for the system change can be constructed in
order to avoid inconsistency of the solution mentioned above. Kudra and Awrejcewicz (2012a)
developed an event driven simulation algorithm of a mechanical system with circular frictional
contact with a uniform contact pressure distribution and the Coulomb friction law. The scheme
uses approximations of the integral friction model for both the fully developed sliding and
stick phase (for determination of the end of the stick mode), but different values of static and
(constant) dynamic friction coefficients are used. The combined translational and rotational
stick-slip oscillations are presented.

Time-stepping methods are special numerical schemes which do not require detection of the
events (Moreau, 1988; Stewart and Trinkle, 1996; Jean, 1999; Awrejcewicz and Lamarque, 2003).
Some authors (Leine and Glocker, 2003; Möller et al., 2009) constructed such algorithms with
appropriate approximations of the friction forces for a finite circular contact area with the Hertz
stress distribution and Coulomb friction law on each element of the contact.

The regularization methods are modifications of the mathematical model leading to a lower
degree of “non-smoothness” of the dynamical system. Particularly, they can result in a smooth
dynamical system, allowing for the use of classical integration methods. In the case of dry friction
modelling, a common approach is to replace the set-valued friction force in the stick mode by
the force of action of a stiff spring with some saturation threshold, usually supplemented with
additional damping elements or with additional state variables resulting in better description
of the real phenomenon (Do et al., 2007). In the instance of a one-dimensional dry friction
problem (i.e. either pure translational or rotational relative displacement of the contact), one
can encounter smooth approximations of the friction force, where the signum function is replaced
by such functions like arctangent or hyperbolic tangent. If this function is multiplied by another
expression describing the changes of the dynamic friction coefficient during motion, then the
phenomenon when the friction coefficient decreases at the beginning of the movement can be
modelled (Awrejcewicz and Olejnik, 2003; Pilipchuk and Tan, 2004; Awrejcewicz et al., 2008).

The drawback of the above mentioned regularizations may be stiffness of the resulting ordi-
nary differential equations. Sometimes they may change some properties of the model, especially
may change properties or destroy the equilibrium related to the stick mode. Also, in some regu-
larized models, the loos of stability of the equilibrium and occurrence of artificial oscillations is
possibly. On the other hand, the regularizations in general decrease the risk of the occurrence of
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problems with the solution inconsistency. In particular, if the friction force is not a discontinuous
function of sliding velocity (it may be a non-smooth function), the system belongs to the above
mentioned group (a) and the solution uniqueness and existence are guaranteed. There are many
works in which the influence of the friction model on the properties of the resulting mechanical
system, including stability and bifurcations of the related solutions, is investigated (Bogacz and
Sikora, 1990; Sikora and Bogacz, 1993; Leine et al., 2000).

In the case of combined translational and rotational relative displacement of a finite con-
tact, there are smooth models developed in which singularities of the expressions are avoided
by the addition of a small positive parameter in special places of approximations of the integral
models (Kudra and Awrejcewicz, 2011b, 2012b). However, these constructions do not assume
the possibility for the friction coefficient to decrease in the beginning of slip. Stamm and Fidlin
(2007, 2008) developed a regularized two-dimensional model based on the elastic-plastic the-
ory and being a generalization of similar approaches for one-dimensional contact. It requires,
however, discretization of the contact area (in contrast to the other above-referred models for
two-dimensional contact), leading to much higher computational cost.

In this paper, we present smooth approximations of the friction force and torque appearing
between two bodies contacting on a plane contact area of an arbitrary shape. They are applied to
a special mechanical system in which combined translational and rotational stick-slip oscillations
appear and the results are compared to those obtained by the event-driven numerical algorithm
(Kudra and Awrejcewicz, 2012a). A part of the present work was previously presented in a
shortened version (Kudra and Awrejcewicz, 2011a).

2. Integral model of friction

Let us consider the plane contact area F whose dimensionless form is presented in Fig. 1a. The
Cartesian coordinate system Axyz is introduced, where the axes x and y lie in the contact plane.
The dimensionless length is related to the real characteristic dimension of the contact â, therefore
the dimensionless coordinates of the point situated on the contact plane are x = x̂/â and y = ŷ/â,
where x̂ and ŷ are the corresponding real coordinates. The non-dimensional elementary friction
force acting on the element dF of the contact area is defined as dT = dT̂/(µN̂), where dT̂s is its
real counterpart, N̂ is the real normal component of the total force of interaction between two
bodies, while µ is the dry friction coefficient during slip. The moment of the force dT about the
point A (center of contact) reads dM = ρ×dT = dM̂/(âµN̂), where dM̂ is the real counterpart
of dM. The dimensionless contact pressure distribution is defined as σ(x, y) = σ̂(x, y)â2/N̂ ,
where σ̂(x, y) is the real pressure. For the purpose of compatibility with the dimensionless model
of the mechanical system presented in Section 5, we additionally introduce the dimensionless
time t = αt̂, where t̂ denotes its real counterpart.

It is assumed that the contact F can only operate in the two modes: the stick and the fully
developed sliding (the transition between these two modes is infinitely short). During the sliding,
local relative motion of the contacting bodies can be assumed as plane motion of the rigid body.
Moreover, we assume that the spatial Coulomb friction law is valid on each element dF

dT ∈




−σ(x, y) vP‖vP ‖

dF for vP 6= 0

{u ∈ R
2 : ‖u} ¬ ησ(x, y)dF} for vP = 0

(2.1)

where η is the ratio of the static friction coefficient to the dynamic one, and vP is velocity of
the element dF (see Fig. 1b).It is a priori assumed that the elementary friction force dT as well
as the relative sliding velocity vP lie in the plane of the contact F , so the problem described by
Eq. (2.1) is in fact the two-dimensional one.
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Fig. 1. The plane contact area (a) and the magnitude of the elementary friction force as a function of
the magnitude of relative velocity (b)

The system of elementary friction forces can be reduced to the force T = Txex + Tyey =
Tτeτ + Tυeυ acting at the point A and the corresponding momentM =Mez, where ex, ey, ez,
eτ and eυ are the unit vectors of the corresponding axes.

During the slip mode, relative motion of the contact area is described by the use of the
following quantities: vs = v̂s/(αâ) = vsxex + vsyey = vseτ – dimensionless linear velocity of the
pole A, ωs = ω̂s/α = ωsez – dimensionless angular velocity of the contact (v̂s and ω̂s denote
the corresponding real counterparts). Then the components of the friction force and moment
can be obtained by the use of the following integrals

Tx =−Tsx(θs, ϕs) = −
∫∫

F

σ(x, y)
cos θs cosϕs − y sin θs√

(cos θs cosϕs−y sin θs)2 + (cos θs sinϕs+x sin θs)2
dx dy

Ty =−Tsy(θs, ϕs) = −
∫∫

F

σ(x, y)
cos θs cosϕs + x sin θs√

(cos θs cosϕs−y sin θs)2 + (cos θs sinϕs+x sin θs)2
dx dy

M =−Ms(θs, ϕs) = −
∫∫

F

σ(x, y)
(x2 + y2) sin θs + x cos θs sinϕs − y cos θs cosϕs√
(cos θs cosϕs−y sin θs)2 + (cos θs sinϕs+x sin θs)2

dx dy

(2.2)

where the angles θs and ϕs are defined in such a way, that

vs = λs cos θs ωs = λs sin θs λs =
√
v2s + ω

2
s

vsx = vs cosϕs vsy = vs sinϕs
(2.3)

The signs of the functions Tsx, Tsy andMs are changed in order to simplify the further notation.

Then the full model of the friction forces can be defined as



Tx
Ty
M


 ∈





−



Tsx(θs, ϕs)
Tsy(θs, ϕs)
Ms(θs, ϕs)


 for λs > 0

{u3 ∈ R
3 : ξs′(u) ¬ η} for λs = 0

(2.4)

where the bottom part of the expression concerns the stick mode. In this case the scalar function
ξs′(u)  0 is defined as a part of the solution (ξs′ , θs′ , ϕs′) to the following set of algebraic
equations

u = −ξs′



Tsx(θs′ , ϕs′)
Tsy(θs′ , ϕs′)
Ms(θs′ , ϕs′)


 (2.5)
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In Eq. (2.5), the angles θs′ and ϕs′ can be interpreted in such a way that λs′ cos θs′ cosϕs′ = vs′x,
λs′ cos θs′ sinϕs′ = vs′y and λs′ sin θs′ = ωs′ (λs′ > 0) are the components of virtual (possible
sliding) in the event that the friction coefficient is sufficiently small. The above construction of
the part of the model concerning the stick phase is motivated by the fact that during the stick
mode the components of the friction force and moment (Tx, Ty,M) lie inside the zone bounded
by a surface parametrically described by the functions Tx = −ηTsx(θs, ϕs), Ty = −ηTsy(θs, ϕs)
and M = −ηMs(θs, ϕs). Since this zone is convex, there always exists one solution to equations
(2.4) for ξs′  0. The solution to Eq. (2.5) can be obtained numerically by the use of Newtons’
method using a proper starting point. Then the first component of the solution (ξs′ , θs′ , ϕs′)
is used for detection of the possible end of the stick mode for ξs′(u) = η. The two remaining
components (θs′ , ϕs′) define the direction of slip in the beginning of the possible sliding. The
criterion ξs′(u) = η can also be interpreted as the yield surface.

3. Approximations of the integral model of sliding friction

An exact integral model of friction forces (2.2) is computationally expensive and inconvenient
for use in numerical simulations. Kudra and Awrejcewicz (2013) proposed different families of
its approximations. Some of them can be presented in the following form

f (In)(θs, ϕs) =

n∑
i=0

af,i cos
n−i θs sin

i θs

(
| cos θs|mn + bm| sin θs|mn

)m−1 (3.1)

where f = Tsx, Tsy, Ms, and n is the order of the approximation. For the assumed model of
the contact pressure distribution σ(x, y), the functions af,i = af,i(ϕs, sgn (cos θs), sgn (sin θs))
(it occurs that for an even number n they do not depend on signs of cos θs and sin θs) are found
in such a way, that the following conditions are fulfilled

∂if (In)

∂ cosi θs
=

∂if

∂ cosi θs
for cos θs = 0 and i = 0, 1, . . . , n1

∂if (In)

∂ sini θs
=

∂if

∂ sini θs
for sin θs = 0 and i = 0, 1, . . . , n2

(3.2)

where n1 + n2 = n− 1. The other constants m  0 and b  0 do not influence conditions (3.2)
and they can be found in the process of optimization of fitting the approximate model to the
integral components, or identified experimentally.
Taking into account relations (2.3), approximations (3.1) take the form as follows

f (In)(vs, ωs, ϕs) =

n∑
i=0

af,iv
n−i
s ωis

(
|vs|mn + bm|ωs|mn

)m−1 (3.3)

For n1 = 0, n2 = 0 (n = 1), one gets the following form of the approximation

T
(I0,0)
sx =

vsx − bc(x,y)0,1,1ωs
(
|vs|m + bm|ωs|m

)m−1 T
(I0,0)
sy =

vsy + bc
(x,y)
1,0,1ωs

(
|vs|m + bm|ωs|m

)m−1

M
(I0,0)
s =

bc
(x,y)
0,0,−1ωs − c

(x,y)
0,1,0vsx + c

(x,y)
1,0,0vsy

(
|vs|m + bm|ωs|m

)m−1

(3.4)
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where

c
(x,y)
i,j,k =

∫∫

F

xiyj(x2 + y2)−
k
2σ(x, y) dx dy

and the alternative notation f (In1,n2) have been introduced.
For a circularly symmetric contact pressure distribution Tυ = 0, we use notation

Ts = Tsτ = −Tτ . In this case, we can also write that Tsx = Ts cosϕs and Tsy = Ts sinϕs.

Now c
(x,y)
0,1,1 = c

(x,y)
1,0,1 = c

(x,y)
0,1,0 = c

(x,y)
1,0,0 = 0, and approximations (3.4) take the following form

T
(I0,0)
s =

vs
(
|vs|m + bm|ωs|m

)m−1 M
(I0,0)
s =

bc
(x,y)
0,0,−1ωs

(
|vs|m + bm|ωs|m

)m−1 (3.5)

where T
(I0,0)
s is the approximation of Ts (T

(I0,0)
sx = T

(I0,0)
s cosϕs and T

(I0,0)
sy = T

(I0,0)
s sinϕs).

4. Regularized model

In the special case of ωs = 0 or â = 0, models(2.2) and (3.3)-(3.5) are Ts = T
(In)
s = sgnvs

(Ts = −Tτ , Tυ = 0, Ms = M
(In)
s = 0). For the purpose of numerical simulations, often the

regularization of the sign function is performed by the use of arctan or tanh functions (Awrej-
cewicz and Lamarque, 2003; Awrejcewicz and Olejnik, 2003; Kudra and Awrejcewicz, 2011b).
We propose another way of regularization of the sign function

Tsε = T
(In)
sε =

vs√
v2s + ε

2
(4.1)

where ε is a small numerical parameter.
In order to model the stick-slip oscillations, when the static friction coefficient is higher than

the corresponding coefficient during the slip, one can develop model (4.1) in the following way

Tsε2 = T
(In)
sε2 = vs

(
1√

v2s + ε
2
+ η′

ε3

(v2s + ε
2)2

)
(4.2)

where the parameter η′ is a certain function of the coefficient η = max |Tsε2 |. The function η′ =
η′(η) does not depend on ε and can be approximated as η′ ≈ −13.607+30.893η−22.01η2+5.878η3
for η ∈ [1, 1.3] and η′ ≈ −2.41 + 3.985η − 0.3581η2 + 0.0493η3 for η ∈ [1.3, 2.7], where the error
is |∆η| < 0.001. Figure 2 exhibits the exemplary plots of model (4.2).
Trying to generalize the above results and applying them to model (3.3), we assume in what

follows

f (In)ε2 (vs, ωs, ϕs) =
n∑

i=0

af,iv
n−i
s ωis

(
1√

λ2sb + ε
2
+ η′

ε3

(λ2sb + ε
2)2

)
(4.3)

where

λsb =
(
|vs|mn + bm|ωs|mn

)m−1

In the special case of n = 1 (n1 = 0, n2 = 0, see Eq. (3.4)), one gets

T
(I0,0)
sxε2 = (vsx − b, c(x,y)0,1,1ωs)λ

(1)
sbε2

T
(I0,0)
syε2 = (vsy + bc

(x,y)
1,0,1ωs)λ

(1)
sbε2

M
(I0,0)
sε2 = (bc

(x,y)
0,0,−1ωs − c

(x,y)
0,1,0vsx + c

(x,y)
1,0,0vsy)λ

(1)
sbε2

(4.4)



A smooth model of the resultant friction force... 915

Fig. 2. The regularized model of friction (4.2) for η′ = 0, η′ = 1, η′ = 2, η′ = 4 and η′ = 8

where

λ
(1)
sbε2
=

1√
(
|vs|m + bm|ωs|m

) 2
m
+ ε2

+ η′
ε3

((
|vs|m + bm|ωs|m

) 2
m
+ ε2

)2

For a circularly symmetric contact pressure distribution (see Eq. (3.5)) and m = 2, relations
(4.4) take the following form

T
(I0,0)
sε2 = vs

(
1√

v2s + b
2ω2s + ε

2
+ η′

ε3

(v2s + b
2ω2s + ε

2)2

)

M
(I0,0)
sε2 = bc

(x,y)
0,0,−1ωs

(
1√

v2s + b
2ω2s + ε

2
+ η′

ε3

(v2s + b
2ω2s + ε

2)2

) (4.5)

5. Example of application

Here we recall the model of a mechanical system described and analysed in the work by Kudra
and Awrejcewicz (2012a). The system, shown in Fig. 3, consists of a disk of radius r̂ = â,
mass m̂ and moment of inertia B̂. The disk is situated on a moving belt of velocity v̂b. The
position of the disk is defined by two co-ordinates: x̂ and ϕ describing the linear and angular
positions, respectively. The disk is joined with the support by the use of four elasto-damping
cords winding the disk as shown in Fig. 3, where k̂1/2, k̂2/2, ĉ1/2 and ĉ2/2 are the corresponding
coefficients of stiffness and damping.

It is assumed that the contact pressure distribution is circularly symmetric and T̂ = µN̂Teτ
(T = Tτ = Tx, Tυ = Ty = 0) as well as M̂ = µN̂ r̂Mez. Dynamics of the system is then governed
by the following non-dimensional equations

[
1 0
0 m

]{
ẍ
ϕ̈

}
+

[
c c12
c12 c

]{
ẋ
ϕ̇

}
+

[
1 k12
k12 1

]{
x
ϕ

}
=

{
Γ
Ω

}
(5.1)

where the symbol (•̇) stands for derivative with respect to the non-dimensional time t.
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Fig. 3. The investigated mechanical system

The dimensionless variables used in Eq. (5.1) are defined in the following way

x =
x̂

r̂
m =

B̂

m̂r̂2
k12 =

k̂2 − k̂1
k̂1 + k̂2

Γ = µT Ω = µM

c =
ĉ1 + ĉ2√
m̂(k̂1 + k̂2)

c12 =
ĉ2 − ĉ1√
m̂(k̂1 + k̂2)

vb =
v̂b
αr̂

t = αt̂
(5.2)

where

α =

√
k̂1 + k̂2
m̂

µ =
µm̂g

r̂(k̂1 + k̂2)

and where Γ and Ω are the non-dimensional friction force and moment, respectively. Since
vs = α−1r̂−1v̂s and ωs = α−1ω̂s, we get vs = ẋ − vb and ωs = ϕ̇, where ẋ and ϕ̇ are the
dimensionless velocities of the disk.

In the work by Kudra and Awrejcewicz (2012a), a special event-driven scheme for numerical
solution of equations (5.1) with the set-valued elements Γ and Ω was developed. The solution
is composed of segments obtained by the use of classical integration methods for stick or sliding
modes. Each segment starts and ends with the events, i.e. switches between the two successive
modes which are detected during simulation. The integral model of friction used for simulation of
the sliding mode as well as detection of the end of the stick mode (see Section 2) is approximated

by the use of Eq. (3.5) for c
(x,y)
0,0,−1 = 2/3 (uniform contact pressure distribution),m = 2 and b = 1.

In the present work, we test simulation of the above presented dynamical system using
the regularized model of friction (4.5). Figure 4 exhibits two examples of periodic stick-slip
attractors obtained for the following parameters of the system: m = 90, k12 = 0.85, c = 10

−4,
c12 = 0, vb = 0.15, µ = 5. The friction coefficient during the stick mode is defined by the
use of η = 4.98 (η′ = 13.7627) for the first attractor (a)-(b) and η = 2.7 (η′ = 6.7627) for
the second orbit (c)-(d). Each attractor is obtained two times through the event-driven scheme
(Kudra and Awrejcewicz, 2012a) and presented in the current work as a regularized model,
and then plotted two times. Since there is no visible difference between them (the plots cover
each other), one can conclude that the proposed smooth model of friction works correctly.
In the event-driven numerical algorithm, the threshold of detection of the singularity λs = 0
during the sliding mode equals 10−7. For integration of the differential equations between the
two successive events, we use the explicit Runge-Kutta (4,5) formula (Dormand-Prince) with
relative and absolute tolerances equal to 10−10. In the case of integration of stiff differential
equations with the regularized friction model, in which it is assumed ε = 10−5, we use a multistep
implicit scheme based on numerical differential formulas with relative and absolute tolerances
set to 10−10. The value of the parameter ε should be chosen based on numerical experiments.
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Fig. 4. Two examples of periodic attractors for η = 4.98 (a)-(b) and η = 2.7 (c)-(d) obtained from two
different methods: event-driven scheme (Kudra and Awrejcewicz, 2012a) and regularization of the

friction model

6. Concluding remarks

In the work, a new kind of regularized approximate model of the coupled friction force and
torque for the general plane contact has been presented and tested. The developed here model
approximates the “exact” integral model in which the classical Coulomb friction law on each
element of the contact area and sudden switches between the stick mode and the fully developed
sliding are assumed.

The main properties of the new model are: i) avoidance of the problem of time consuming
integration over the contact area at each time step of integration of the differential equations,
ii) avoidance of singularity problems or set-valued friction forces in the original model of friction
and possibility of the use of classical algorithms for integration of the differential equations,
iii) possibility to model static friction higher than the sliding one and stick-slip oscillations,
iv) parameters of the approximate model can be found based on optimization of the fitting to
the integral model or can be identified experimentally (independently of the integral friction
model). The above pointed out properties can be understood as advantages. The new model
possesses also a drawback, i.e. it makes the resulting differential equations stiff and thus requires
special numerical methods.

The proposed model of friction has been applied to the modelling and simulation of a special
mechanical system in which two-dimensional (linear and rotational) stick slip oscillation occur.
The comparison of the results with those obtained by the event-driven method leads to the
conclusion that the new model operates correctly.
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The study is concerned with the modeling of residual stresses in thin coatings thermally
deposited with a high speed on a substrate. The modeling includes two stages: solution of
the particle-target impact problem using FEM and simulation of the spraying process with
the use of a thermo-mechanical model in which the coating has been built layer-by-layer.
The samples used in the calculations are comprised of Ti, Cu, and Ni coatings deposited on
Al2O3 substrate by the HVOF method. The numerical model is verified experimentally by
measuring the deflections of the samples after spraying, and measuring the stresses using
the XRD method.

Keywords: metal coatings, Al2O3 substrate, thermal spraying, FEM simulation, residual
stress

1. Introduction

Advanced ceramic materials are increasingly used in many industrial branches such as the air-
craft, automotive, energy, and chemical industries. The industrial application of ceramics as
electric insulators or substrates requires joining them with metals. One of the cheapest methods
of joining ceramics with metals is thermal spraying (Chmielewski et al. 2013; Zimmerman et
al., 2013; Zimmerman, 2014). The high velocity oxy flame (HVOF) spray is a particle depo-
sition process in which heated micro-size particles are propelled and deposited on a substrate
at high speeds to form a thin layer of lamellar coating. The final stress state through the co-
ating/substrate system is determined by superposition of stresses of different nature induced
during the spray process: rapid cooling of the softened powder particles after their hitting the
substrate and previously deposited sub-layer (quenching stresses), thermal mismatch between
the substrate and the coating materials, stresses generated when the particles hit the substrate
(peening stresses), and stresses induced during the final cooling of the entire system (Lyphout
et al., 2008). The unfavorable distribution of residual stresses in the coating as well as at the
coating/substrate interface may adversely affect the service life of the ceramic/metal joint or the
operational surface leading even to its delamination during exploitation (Hutchinson and Evans,
2002). Moreover, ceramic materials have low thermal conductivity and poor diffusivity, which
constitutes a barrier to the flow of heat. In effect, high temporary temperature gradients may
occur in the ceramic material resulting in the generation of thermal stresses and, in consequence,
an increase in the risk of micro-cracking (Golanski, 1996).
There is a variety of methods used for estimating the residual stress state induced in the

coating/substrate systems, such as experimental methods (Toparli et al., 2007; Lyphout et
al., 2008; Luzin et al., 2011), analytical methods (Stokes and Looney, 2003; Tsui and Clyne,
1997; Feng et al., 2007), hybrid methods (Salbut et al., 1999), and numerical models. Ana-
lytical methods are usually used for simple systems and do not take into account the pla-
stic behavior of the metal. Some studies devoted to the numerical modeling of the residual
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stress state in coating/substrate systems, often using the finite element method (FEM), con-
sidered axisymmetric (Wenzelburger et al., 2004; Kamara and Davey, 2007; Toparli et al.,
2007) or plate models (Yilbas and Arif, 2007) with the coating modeled as a single layer
and with stresses examined only when the entire system was cooled after the deposition of
the coating. In other numerical studies, the growth of the sprayed coating was modeled by
activating the successive sub-layers deposited on the substrate (Ng and Gan, 2005; Zimmer-
man et al., 2013; Zimmerman, 2014). Still, other authors concentrate on the modeling of the
impacts of individual particles on a metallic substrate (Bansal et al., 2006; Lyphout et al.,
2008; Kim et al., 2010) and on the effect of the impact velocity on the microstructure of the
coating.

A description of the complex thermal spraying process in physical terms is difficult and
the existing numerical models which describe the deposition of the coating and generation
of residual stresses, require further improvements. These models take no account of how the
magnitude of the final residual stresses depends on the mechanical stresses induced during
the high-velocity impact of the coating particles. The present study considers this problem.
The objective of this study is to evaluate the final residual stress distributions in the Ti, Ni,
and Cu coatings deposited on an Al2O3 substrate by the HVOF method. The results of cal-
culations have been verified by measuring experimentally the central deflections of the sam-
ples after they were cooled. The residual stresses have been found by using X-ray diffraction
method.

Thin metallic layers formed on an Al2O3 substrate can serve as the aim of metallizing the
ceramic surface or function as a transition layer in joining the ceramic with metals (Chmielewski
et al., 2013). They can also play the role of protective coatings against the action of environmental
factors such as high temperatures, aggressive environments or mechanical action (Chmielewski
and Golański, 2011).

2. Spraying process

The experiments include a deposition of titanium, copper, and nickel coatings on an Al2O3
substrate by the HVOF method using HV-50 system with JP-5000 torch. The process parameters
are given in Table 1.

Table 1. The parameters of HVOF thermal spraying applied for coating Al2O3 ceramic with
metals

Powder
Oxygen flow Kerosene flow Nitrogen flow Spraying distance
[l/h] [l/h] [l/min] [mm]

Ni 849 24 9.5 370

Cu 932 26.5 9.9 370

Ti 932 26.5 14 370

The starting materials are powders with a grain size between 0.04-0.05 mm. The Al2O3
substrates are circular plates 27mm in diameter and 0.6mm thick. The average thickness of
the deposited coatings is thTi = 0.12mm, thNi = 0.13mm, and thCu = 0.1mm. Exemplary
photographs of the microstructure of the Ti, and Cu coatings deposited on the Al2O3 substrate
are shown in Fig. 1a and 1b, respectively. It can be seen that the coatings have a lamellar
structure, which is a result of successive depositions of the individual sub-layers on the substrate.
The porosity of the coatings is low and they well adhere to the substrate.
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Fig. 1. Microstructure of: (a) the Ti coating (about 60µm thick), (b) the Cu coating (about 50µm
thick) deposited on an Al2O3 substrate by the HVOF method

3. Modeling methods

In view of the complexity of the spraying process, certain physical simplifications have been
assumed in the designing of the numerical model intended for the FE analysis of the residual
stresses active in the coating/substrate system. The assumptions underlying the numerical model
include:

• The droplet deposition process proceeds in two phases: impact of the particle and its
spreading on the substrate. The duration of these two phases is much shorter than that
necessary for the droplet to solidify and, thus, the initial spreading phase can be neglected
(Amon et al., 1996). This assumption decouples the problem from the fluid dynamics and
permits it to be simplified to a thermo-mechanical problem. The time interval when the
particles are in the impact, heating, and cooling phases is shorter by at least two orders of
magnitude than the duration of the spraying cycle (Watanabe et al., 1992). In effect, the
next particles impinge on the previously deposited sub-layer when it is already solidified.
The substrate and the earlier deposited sub-layers are modeled as being in the solid state
with a defined temperature field, and their mechanical and physical properties depend on
temperature.

• The high-velocity impact of the particles onto the substrate results in their substantial
deformation and transforms 70% of their kinetic energy into heat energy. The particles
are flattened and arranged approximately in a parallel layer structure, and during the
successive passes of the torch, new particles are deposited on them.

• The contact between the substrate and the subsequently deposited sub-layers is ideal so
as there are no thermal barriers between them.

The modeling of the residual stresses generated during the spraying process is divided into
two stages. In the first stage the problem of the dynamic impact of spherical powder particles
on the substrate is solved using FEM ADINA 8.6 software in the explicit dynamics mode. In the
next modeling stage, the coating is built of successively grown ‘discs’ at time intervals defined
by the spraying process parameters until the coating achieved the required thickness and, then,
the entire coating/substrate system is cooled to room temperature. This problem is solved using
ADINA 8.6 software in the thermo-mechanical mode. The flow chart of modeling the residual
stresses induced in the coatings thermally sprayed on the substrate is shown in Fig. 2. As can be
seen, the data calculated in the initial stage concerning the dynamic impact of the particle on
the substrate, such as temperature, and the vertical deceleration of the particle are introduced
at the appropriate calculation stages into the thermal and mechanical models.

During the coupled analysis, the coating is built step-by-step to the desired thickness, which
is accompanied by the development of residual stresses in the coating/substrate system.
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Fig. 2. Flow chart of the FEM simulation used for determining the residual stress distribution in
HVOF-sprayed coatings

3.1. The particle impact model and calculation results

Despite their small masses, the particles hitting the substrate with a high velocity deform,
to some extent, the previously deposited sub-layers, which generates a stress field and has a
significant effect on the final residual stress state (Bansal et al., 2006; Toparli et al., 2007; Lyphout
et al., 2008). Therefore, the present study is focused on the modeling of the particle impact. Li et
al. (2006) showed that during thermal spraying by the industrial HVOF method, the individual
powder particles can be considered to be separated from one another and they do not coagulate
during their flight. The spatial (3D) model used in the present study has been developed to
simulate the deformation and changes in the velocity and acceleration of the individual spherical
particles of the coating powder, which impinge on the substrate. During the deformation, the
particles block one another forming thereby a flat splat almost parallel to the substrate. In the
modeling of the dynamics of the particle motion, it is assumed for simplicity that the particles
have the same velocity perpendicular to the substrate and, when hitting the substrate, they
form a hexagonal configuration which ensures their most tight packing. The contact planes are
situated in the model to block the successive rows of particles. The model utilized the planes of
symmetry, which permitted reducing the size of the problem. A schematic representation of the
section geometry together with the displacement-blocking planes and the entire FEM mesh are
shown in Fig. 3. The numerical calculations have been made using ADINA 8.6 FEM software
in the dynamics-explicit analysis mode. The impact velocity of the particles was 600m/s as
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estimated based on the process parameters and calculations reported by Li et al. (2006) for the
powder with the particle diameter d = 40-50µm.

Fig. 3. Geometry and the final element mesh of the model representing the particles impact onto a
substrate

Some exemplary calculation results obtained for Ti particles, which impinge on a ceramic
substrate, are presented. The properties of titanium are taken to be those valid at a temperature
of 300◦C, and the elastic-plastic model of the material with the Young modulus 123800MPa,
yield stress 233MPa, hardening modulus 600MPa, and the specific gravity 4.54 g/cm3. The
ceramic substrate is modeled as an elastic material with the specific gravity 3.9 g/cm3 and
the Young modulus 318200MPa. The model assumes that the particles are in contact with
one another, with the substrate and with the blocking planes (40 contact pairs in total). The
thickened mesh lines indicate the contact surfaces in Fig. 3.

Fig. 4. Bands of the equivalent plastic strains in the titanium particles after their impact

Figure 4 shows the distribution of plastic deformations of Ti particles (which after impinging
on the Al2O3 substrate form a sub-layer of the coating) after a time of 70 ns when their velocity
decreased to zero. The maximum strains of 500% are located near the stiffer substrate and near
the contact zone. The particles are flattened, come in contact with one another and fill the free
spaces between them. The analysis reveals that after the impact of a particle 50µm in diameter,
the already-deposited particles which are in immediate contact with the substrate change their
shapes into discs with a diameter of 12µm. Figures 5a and 5b show the changes of the velocity and
acceleration, respectively, of the center of mass of the Ti particle (‘1’ indicated in the Fig. 4) after
its impact on the substrate. The plot of acceleration of the particle mass center, proportional to
the derivative of the momentum, is obtained by double numerical differentiation of time-variation
of the displacement. Upon the impact of a particle onto the Al2O3 substrate, its acceleration
reaches a value of about −36000µm/s2. The oscillations of the particle acceleration visible in
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Fig. 5b are due to inhomogeneity of the deformation and vibrations induced by the high-velocity
impact of the particle on the substrate accompanied by phenomena wavy in character.

Fig. 5. FEM-calculated (a) velocity, (b) acceleration of the mass center of the centrally-positioned Ti
particle after its impact onto the Al2O3 substrate

3.2. Thermo-mechanical model

The thermal spraying process is simulated using an axisymmetric model. The modeling is
divided into several stages and the calculations conducted during each stage are based on the
equations of transient heat flow. The layer deposition interval is taken to be 1s and has been
estimated from the torch movements during the spraying process. The real coating is built of
five sub-layers.
The boundary and initial conditions adopted in the thermal model are as follows. The

heat exchange between the HVOF stream of the torch and the newly-deposited top sub-
layers of the coating proceeds through convection. The convection coefficient is taken to be
hb = 100Wm

−2K−1 (Toparli et al., 2007) and the air temperature from the side of the
approaching particles to be Tb = 150

◦C. The heat exchange between the bottom side of
the substrate and the ambience proceeds through convection with the convection coefficient
ha = 10Wm

−2K−1. The ambient temperature is assumed to be Ta = 25
◦C. The initial tem-

perature of the individual coating sub-layers are for titanium Tinit−Ti = 450
◦C (Kim et al.,

2010), for nickel Tinit−Ni = 400
◦C, and for copper Tinit−Cu = 350

◦C. The interfaces between the
substrate and the first-deposited sub-layer as well as between successive sub-layers are loaded
with the heat flux q which acts for tq = 1µs and is activated upon the appearance of the next
new sub-layer. The heat flux is assumed to be such that it corresponds to the transformation
of kinetic energy into heat energy at a spraying speed of 600m/s. After achieving the required
thickness of the coating, the entire system is cooled down to room temperature. Figure 6a shows
a schematic physical and thermo-mechanical description of the HVOF process.
The problem of the temperature field induced in the thermally sprayed coatings has been

solved using ADINA 8.6 FE thermal module. The mesh consists of 25480 4-node conducting
elements for the substrate and coating materials, and 3640 2-node convection elements at the
edges. The finest mesh has been introduced to each layer of the metal coating. The conductive
elements of the newly deposited sub-layer and the convection elements of its upper surface are
activated at the time intervals t = 1 s, while at the same time, the convection elements in-between
sub-layers are deactivated. Hence, the temperature field induced in the spraying process is the
problem with a moving boundary condition in which the outer surface of the coating grows at the
time intervals dependent on the spraying frequency. Figure 6b presents a fragment of the mesh
of the layer-by-layer model indicating the initial and boundary conditions upon the activation
of the 5-th sub-layer.
The stress analysis (mechanical model) included a comparison between the results obtained

for two different loads applied to the model. In the first case (FEM1), the load is assumed to
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Fig. 6. Schematic physical and thermo-mechanical description of the HVOF process (a), part of the
FEM mesh of the layer-by-layer model with the boundary conditions upon the activation of the 5-th

sub-layer (b)

be the temperature field obtained in the solution of the problem of transient heat flow during
the successive time increments in which current and stress-free sub-layers onto the initially
stressed system have been added. In the other case (FEM2), the temperature field is added
with a load (active for 0.1µs) proportional to the mass and acceleration of each newly incoming
sub-layer. The acceleration is estimated based on the time variation of the displacement of
the center of mass of the centrally-positioned particle (point 1 indicated in Fig. 4), a diagram
of which has been obtained from the solution to the particle impact dynamic problem. This
approach enables taking into account the influence of the impact of coating particles on the
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substrate and the earlier-deposited sub-layer on the final residual stress state. The magnitudes
of particle impact pressure are assumed to be 170MPa, 200MPa and 300MPa for systems with
Ni, Cu and Ti coatings, respectively. In the modeling, it is assumed that behavior of the ceramic
substrate is elastic, whereas the metallic materials are described by the elastic-plastic model.
The temperature-dependent properties (specific heat capacity, thermal conductivity, Young’s
modulus, yield strength, hardening modulus, thermal expansion coefficient) for Ti, Ni, and Cu
coatings and the Al2O3 substrate are presented in Table 2 based on data taken after Boyer et
al. (1994), Dobrzanski (2002), Dorf (2004) and Goldsmith et al. (1961).

Table 2. Material properties of the substrate and coatings

Ti Al2O3 (substrate)

T [◦C] 27 127 227 327 427 27 127 227 327 427

C [Jkg−1K−1] 523 546 561 597 632 754 951 1005 1089 1130

k [Wm−1K−1] 21.9 21.0 20.4 19.7 19.4 34.6 25.1 19.0 14.7 11.2

E [GPa] 130 129 127 124 120 318.3 317 315 313 310

Y [MPa] 380 285 250 205 170 not considered (elastic model)

Et [MPa] 880 760 640 600 580 not considered (elastic model)

α [10−6K−1] 8.4 8.7 9.1 9.4 9.7 5.9 6.5 7.1 7.6 8.0

Ni Cu

T [◦C] 27 127 227 327 427 27 127 227 327 427

C [Jkg−1K−1] 462 505 554 599 526 385 398 408 417 425

k [Wm−1K−1] 90.5 80.1 72.1 65.5 65.3 398 392 388 383 377

E [GPa] 208 204 197 190 183 130 128 124 119 112

Y [MPa] 150 157 145 143 120 210 205 195 140 85

Et [MPa] 670 660 690 670 340 250 230 200 150 100

α [10−6K−1] 13.9 14.4 14.9 15.5 16.0 15.4 15.9 16.6 17.1 18.5

C – specific heat, k – thermal conductivity, α – CTE
E – Young’s modulus, Y – yield strength, Et – hardening modulus

4. Measurements of residual stresses

The samples, i.e. Al2O3 substrates with Ti, Ni, and Cu coatings, are deflected in various ways
after thermal spraying. Their deflections are measured using a specially designed device with a
digital dial gauge. The measurement is conducted at the center of the sample on the substrate
side. The indication of the dial gauge has been calibrated to zero for each ceramic substrate
before the deposition. Table 3 compares the deflections of the samples at their center between
those measured and those calculated by FEM. The results appear to be in agreement within the
limits of admissible error in case FEM2.

Table 3. The measured and calculated by FEM central deflection of analyzed samples

Coating
Mean coating Sample deflection [mm]
thickness [mm] measured calculated FEM1 calculated FEM2

Ti 0.119 0.064 ± 0.018 0.078 0.066

Ni 0.133 0.069 ± 0.011 0.073 0.062

Cu 0.105 0.060 ± 0.023 0.061 0.049

The stresses generated in the sprayed coatings, are also estimated by the X-ray method
using filtered CoKα radiation (λ = 1.79026). The measurement of the residual stresses has been
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preceded by the X-ray phase analysis. All the measurements have been made using a Brucker
D8 Discover diffractometer equipped with a Lynx Eye position-sensitive detector with the 2.6◦

angular detection range and a Poly Cup primary beam-measuring optics with a pinhole-type
collimator and an aperture of 1.0mm.
The stress characteristics are determined in the sub-surface layer at a small depth (to about

20µm) in a region with the surface area of about 2mm2 located in the center of the sample.
The stresses are measured in the plane of the coating. The values of the principal stresses active
in the coating plane (determined by the sin2 ϕ method) are given in Table 4.

Table 4. The magnitude of principal stresses in sprayed coatings obtained by the X-ray diffrac-
tion method

Coating
Principal stress [MPa]
σ1 σ2

Ti 192.0 ± 55.0 350.0 ± 60.0
Ni 84.0 ± 5.0 93.0 ± 6.0
Cu 109.0 ± 7.0 87.0 ± 9.0

5. Calculation results

Figure 7 shows temperature distributions calculated for the time intervals in which the Ti, Ni
and Cu coating are deposited on the ceramic substrate. We can see that temperature of the
successive sub-layers rapidly decreases while the substrate is slowly heated up.

Fig. 7. FEM-calculated temperature distribution along the vertical axis of Ti (a), Ni (b), Cu (c)
coating/substrate system versus the distance from the ceramic/metal interface during the successive

time intervals of sub-layer activation

The calculated (using FEM1 and FEM2 models) and measured distributions of the radial
residual stresses active in the Ti/Al2O3, Cu/Al2O3, and Ni/Al2O3 systems as a function of the
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distance from the coating/substrate interface are shown in Figs. 8a, 8b, 8c, respectively. The
figures also show the magnitudes of stresses measured by the X-ray method.

Fig. 8. Radial residual stress profiles along the sample axis as a function of the distance from the
Ti/AlO3 (a), Ni/AlO3 (b), Cu/AlO3 (c) interface

As expected, the stresses induced in the metallic coatings are tensile, since the thermal
contraction of a given sub-layer is limited by the cold substrate and the earlier-deposited sub-
-layers that are in contact with it. In the ceramic substrate, the radial stresses are compressive
in the vicinity of the coating/substrate interface and, then, as the distance from it increases,
they change into tensile.
In the model assuming the load in form of a temperature field and particle high-velocity

impact onto the substrate (FEM2), the magnitude of the residual stresses is lower, especially in
the region of the interface, than that in the model loaded with the temperature field only (FEM1).
Additional loading in model FEM2 derived from the particle impact results in higher plastic
deformation of metal coatings and lower residual stress amplitude at the coating/substrate
interface. The zone of plastic deformation is wider in the case of Ti and Cu coatings. The plastic
deformation is responsible for partial redistribution of stress and decreases the deflection of the
overall system. The graph in Fig. 9 shows a change in the effective plastic strains along thickness
of Ti, Ni and Cu coatings for both FEM1 and FEM2 models. The plastic deformation reaches
maximum in the region around the coating/substrate interface.

6. Summary and conclusions

Distributions of the residual stresses active in Ti, Cu, and Ni coatings deposited on Al2O3
substrates by the HVOF method are examined. The stress distributions are simulated using
a developed numerical model of coating/substrate system based on the finite element method
(FEM). The coatings are modeled as growing layer-by-layer during time intervals defined by
spraying procedures. The calculations are performed for two different loads imposed on the
mechanical coating/substrate model. In the first case, the model is loaded with a temperature
field only and, in the other case, the temperature field is added with a load (acting for 0.1µs)
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Fig. 9. FEM1, FEM2-calculated effective plastic strain profiles as a function of the Ti (a), Ni (b), Cu (c)
coating thickness

proportional to the mass and acceleration of each newly-deposited sub-layer. The acceleration
is estimated from the time-variation of the displacement of the center of mass of the centrally-
-positioned spherical coating particle, which is obtained in the solution to the dynamic particle
impact problem. This enables taking into account the effect of high-velocity impact of a coating
particle on the final magnitude of residual stresses in the coating/substrate system. The main
results can be summarized as follows:

• The deflection of the coating/substrate system simulated using the model loaded with the
temperature field and particle impact energy (FEM2) is smaller, and the stresses induced
in the vicinity of the coating/substrate interface are lower compared to those simulated in
the model loaded by the temperature field only (FEM1).

• The radial stresses active in the ceramic substrate near the coating/substrate interface are
compressive and those near the Ti, Cu, and Ni coatings are tensile. The FEM model with
additional particle impact loading (FEM2) results in a lower residual stress amplitude at
the coating/substrate interface.

• The measured deflections of the real samples are in agreement, within the limits of tole-
rances, with the deflections calculated using the numerical analysis (FEM2).

• In constructing metal/ceramic joints, it is advantageous to use metals with a lower yield
stress (ReNi = 140MPa, ReCu = 240MPa, ReTi = 380MPa) since then redistribution of
stresses is greater and, thereby, the residual stress level in the system is lower. In the Ti
and Cu coatings, the stress magnitudes determined at a depth of about 20µm by X-ray
diffraction are in agreement with their FEM2-calculated values (within the measurement
error), whereas in the Ni coatings they are lower by about 12%.

• The X-ray analysis used in the present study gives satisfactory results when measuring
stresses at very small depths. In order to verify the proposed model, the stresses indu-
ced near the coating/substrate interface should be more thoroughly measured by other
methods.
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The paper addresses a two-dimensional boundary identification (reconstruction) problem in
steady-state heat conduction. Having found the solution to the Laplace equation by super-
positioning T-complete functions, the unknown boundary of a plane region is approximated
by polynomials of an increasing degree. The provided examples indicate that sufficient ac-
curacy can be obtained with a use of polynomials of a relatively low degree, which allows
avoidance of large systems of nonlinear equations. Numerical simulations for assessing the
performance of the proposed algorithm show better than 1% accuracy after a few iterations
and very low sensitivity to small data errors.
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1. Introduction

Inverse problems appear in many areas of engineering research. They contain, among others,
problems of partly unknown geometry where we seek for the shape and location of the boundary
of a considered domain (or a part of the boundary) and try to determine it from the information
available at the known portion of the boundary. A number of these problems, referred to as
inverse geometry problems (IGPs), arise in engineering practice. The intensive study of IGPs
in the past decades has resulted in many propositions of efficient solution algorithms. Although
purely computational aspects are crucial to many publications in this area, researchers usually
indicate possible industrial applications of their theoretical results. Illustrative examples could be
non-destructive detection of defects like voids, cracks or inclusions (Cheng and Chang, 2003a,b;
Karageorghis et al., 2014), locating the 1150◦C isotherm in a blast furnace hearth (Gonzalez
and Goldschmit, 2006), or non-destructive evaluation of corrosion (Lesnic et al., 2002; Mera and
Lesnic, 2005; Liu, 2008) – to name but a few.

The problem of numerical identification (reconstruction) of geometrical characteristics of the
studied object can be solved by a variety of computational methods. For example, Hsieh and
Kassab (1986) presented a general solution method which led to a nonlinear algebraic equation,
or a nonlinear ordinary differential equation solved numerically by the Newton-Raphson method.
Cheng and Chang (2003a,b) used a computational technique based on the conjugate-gradient
method for the recovery of inner voids within a solid body, assuming different kinds of data
prescribed on the outer surface. Huang and Liu (2010) estimated interfacial configurations in a
3D composite domain by the conjugate gradient method and commercial package CFD-ACE+.
Lesnic et al. (2002) treated an inverse geometric problem for the Laplace equation by the bo-
undary element method in conjunction with the Tikhonov first-order regularization. Mera et al.
(2004) modelled the same problem as variational and minimized a defect functional by a real
coded genetic algorithm combined with the function specification method. Kazemzadeh-Parsi
and Daneshmand (2009) applied the smoothed fixed grid finite element method for the problem
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of cavity detection. Liu et al. (2008) proposed a new algorithm, named the regularized integral
equation method, which employed Lavrentiev regularization and a second kind Fredholm inte-
gral equation to ultimately attain the unknown boundary from a nonlinear algebraic equation
by the bisection method.

A good reason for the choice of a method is the claim to avoid mesh generation. One could
point to several numerical schemes which meet this requirement and perform well in inverse pro-
blems, among them the radial basis functions method and the method of fundamental solutions
(MFS), both enjoying growing interest recently, as well as the Trefftz method (TM) dating back
to the 1920s (Trefftz, 1926).

MFS has been extensively used in scientific computation and simulation over the last two de-
cades. A comprehensive survey of its application to inverse problems (including inverse geometric
problems) can be found in Karageorghis et al. (2011a,b).

TM and MFS, which are equivalent for Laplace and biharmonic equations (Chen et al.,
2007), share the same concept of expressing the solution to a differential equation by a linear
combination of basis functions satisfying the governing equation. The coefficients of the bases
(T-complete functions) have to be selected to make the solution satisfy, in some sense, all imposed
conditions. A broad discussion of the method together with a tutorial on the applications can
be found in Li et al. (2008). Clearly, TM suits for solving different kinds of inverse problems
(Ciałkowski and Grysa, 2010).

There have been quite a few Trefftz-type approaches to a boundary identification problem.
Karageorghis et al. (2014) proposed collocation TM for reconstruction of the void(s) whose
centre(s) is (are) unknown, solving the proceeding non-linear least squares problem with a use
of a suitable predefined routine in MATLAB. The collocation Trefftz method, modified by Liu
(2007) and further referred as to modified collocation Trefftz method (MCTM), was applied by
Fan et al. (2012) to a Laplacian problem to infer the spatial position of the unknown part of the
boundary from the Dirichlet condition. The authors adopted the exponentially convergent scalar
homotopy algorithm (ECSHA) to solve the resulting system of nonlinear equations. A similar
problem, but with the Neumann condition on the unknown part of the boundary, was solved by
Fan and Chan (2011) using the same technique. A combination of MCTM and ECSHA proved
successful also in boundary detection problems for a modified Helmholtz equation (Chan and
Fan, 2011); Fan et al., 2014) and biharmonic equation (Chan and Fan, 2013).

In this study, we propose a fast converging computational algorithm based on TM to solve a
two-dimensional boundary identification problem for the Laplace equation (excluding, however,
highly complicated domains). In the first stage of computationm we approximate the solution to
the Laplace equation with a linear combination of harmonic polynomials so that it satisfies the
prescribed conditions in the least-squares sense. The reconstruction of an unknown boundary
is through the adjustment of parameters of an approximating polynomial curve. It is demon-
strated by numerical examples that relatively low degree polynomials could provide, at a small
computational cost, sufficient accuracy of boundary identification. Moreover, computation with
simulated errors exhibited very low sensitivity to small disturbances of the data. The approach
allows immediate extension to problems governed by other linear differential equations.

2. Boundary reconstruction problem for the Laplace equation

Consider a two-dimensional inverse problem in a domain Ω whose boundary ∂Ω consists of two
segments: Γ , which is known, and γ whose shape and position is not known and, therefore, being
detected. The governing equation is

∆T = 0 in Ω (2.1)
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where ∆ is Laplace operator, and it satisfies corresponding conditions prescribed on the doma-
in boundary. The problem could be regarded as a steady-state heat conduction problem. To
compensate for the missing information about the geometry of the boundary, an overspecified
condition will be imposed on the known part of the boundary. Hence, we have

T = TΓ and
∂T

∂n
= qΓ on Γ (2.2)

where ∂/∂n denotes differentiation along the outward normal n. On the remaining part of the
boundary, we assume

αT + β
∂T

∂n
= gγ on γ (2.3)

where α and β denote arbitrary constants which are not zero simultaneously. In other words, a
condition of Dirichlet, Neumann or Robin type can be imposed at the boundary γ.

Rather than discuss the problem in full generality, let us look at a particular situation when
the problem domain Ω is an area under the curve γ. It can always be assumed that in appropriate
coordinates x varies from 0 to 1, so γ can be described by an explicit equation

y = f(x) x ∈ 〈0, 1〉 (2.4)

For this particular case, the problem specified by equations (2.1)-(2.3) is presented in Fig. 1.

Fig. 1. A diagram of the boundary identification problem

Both boundary curves Γ (known) and γ (unknown), meet at points (0, y0) and (1, y1), hence,
we can write

f(0) = y0 f(1) = y1 (2.5)

As stated before, the aim of the study is to determine the shape and location of the unknown
part of the boundary γ.

3. Solution methodology

In the first step, we approximate the solution to Laplace equation (2.1) with a combination of
the T-complete functions Vk(x, y)

T (x, y) ≈ Θ(x, y) =
K∑

0

ckVk(x, y) (3.1)



938 L. Hożejowski

with coefficients ck to be found. In the case under consideration, the functions Vk(x, y) which
satisfy the Laplace equation will be taken from the set

{1,Rezk, Imzk, k = 1, 2, . . .} (3.2)

where z = x+ iy is a complex number. These basis functions are termed harmonic polynomials.
Coefficients ck in expansion (3.1) will be chosen to minimize, along the boundary Γ , squ-

ared differences between true values of the function T and of its normal derivative and the
corresponding values provided by the model. Hence, we minimize the following functional

J(c0, c1, . . . , cK) =

∫

Γ

( K∑

0

ckVk
∣∣∣
Γ
− TΓ

)2
dΓ +

∫

Γ

( K∑

0

ck
∂Vk
∂n

∣∣∣∣∣
Γ

− qΓ
)2

dΓ (3.3)

The necessary condition for the minimum of J(c0, c1, . . . , cK) is

∂J

∂ck
= 0 k = 0, 1, . . . ,K (3.4)

which gives a system of K +1 linear equations with K +1 variables. In order to avoid problems
with numerical stability, the coordinates x and y of the points of Ω should range from 0 to 1. To
meet this requirement, one can use a proper change of variables when building a mathematical
model of the problem. Alternatively, basis functions (3.2) could be modified by taking z/L
instead of z, where L denotes the characteristic length. The latter reminds modification of the
corresponding T-complete functions in polar coordinates proposed by Liu (2007).
Having found the coefficients ck, we can now focus our attention directly on identification of

the unknown boundary γ assumed to be a graph of the function f(x). The function f(x) can
be approximated with a polynomial of degree N , denoted by P (N)(x) or shortly P (x), if there
is no danger of misunderstanding. Since P (x) has the form

P (x) = a0 + a1x+ a2x
2 + . . .+ aNx

N (3.5)

we only need to determine the coefficients an to know the approximate values of f(x) in the
whole interval 〈0, 1〉. Conditions (2.6) applied to P (x) give

P (0) = y0 and P (1) = y1 (3.6)

In consequence, any two an can be expressed as functions of the remaining coefficients.
Further proceeding must include a prescribed boundary condition (2.3) on the sought cu-

rve γ. Since Θ(x, y) ≈ T (x, y) and P (x) ≈ f(x), we can rewrite equation (2.3) in terms of the
approximated functions as

αΘ(x, P (x)) + β
∂Θ

∂n
(x, P (x)) = gγ(x) (3.7)

where

∂Θ

∂n
=

1√
1 + [P ′(x)]2

(
−P ′(x)∂Θ

∂x
(x, P (x)) +

∂Θ

∂y
(x, P (x))

)
(3.8)

Equation (3.7) formally holds for all x ∈ (0, 1) but depending on the amount of information
available on γ could be given only for x ∈ {x1, x2, . . . , xM}. The polynomial P (x) will be
selected so as to minimize the functional

J(a0, a1, . . . , aN ) =

1∫

0

(
αΘ(x, P (x)) + β

∂Θ

∂n
(x, P (x))− gγ(x)

)2
dx (3.9)
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In the case of discrete data, integration contained in functional (3.9) has to be changed into
summation spanning over all xm.
Minimization of J(a0, a1, . . . , aN ) results in solving simultaneous equations

∂J

∂an
= 0 n = 0, 1, . . . , N (3.10)

which are nonlinear. We propose an iterative algorithm for finding the coefficients of the polyno-
mial P (N)(x). The computation always starts with N = 1 (i.e. a polynomial of degree 1). Note
that conditions (3.6) automatically determine the first approximation P (1)(x). We now check
whether boundary condition (3.7) is satisfied. More precisely, we want to estimate the goodness
of fit for (3.7). For this purpose, we introduce a measure of inaccuracy defined by

Er(1) =
1

‖gγ‖

∥∥∥∥αΘ
∣∣
y=P (1)(x)

+ β
∂Θ

∂n

∣∣∣
y=P (1)(x)

− gγ
∥∥∥∥ ‖ · ‖ − L2 norm (3.11)

assuming either continuous or discrete range of variation of x. In the latter case, both the
numerator and the denominator of (3.11) contain the norm of the M -dimensional vector.
If the value of Er(1) is sufficiently close to zero, the computational procedure ends and

P (1)(x) is the solution. Otherwise, we increase the polynomial degree by 1 and numerically
solve (3.10) for a2 (since a0 and a1 can be expressed as functions of a2). Numerical root-finding
methods require a first guess which we suggest by plotting J versus a2. Once the coefficients of
P (2)(x) are determined, we compute the error Er(2) defined similarly to Er(1). In general, when
solving for the coefficients of a polynomial P (N+1)(x), our initial guess are an from the previous
step and aN+1 = 0. Having determined P

(N+1)(x), we compute Er(N+1). The procedure is
continued to achieve the desired accuracy of fulfilment of (3.7), i.e. until Er(N+1) becomes less
than the desired level. In geometrical terms, the algorithm allows one to approach the unknown
boundary γ with successive polynomial curves. An alternative to the stopping criterion based
on Er(N), may well be the rule saying that the iteration stops when the distance between the
successive approximations P (N−1)(x) and P (N)(x) is sufficiently small, which gives that either
‖P (N)(x)−P (N−1)(x)‖ or relative measure ‖P (N)(x)−P (N−1)(x)‖ · ‖P (N−1)(x)‖−1 must be less
than the user-specified tolerance.
We must emphasise that the proposed method, when compared to the existing approaches

using MCTM (Chan and Fan, 2011, 2013; Fan and Chan, 2011; Fan et al., 2012, 2014), differs
not only in the representation of the sought boundary (a continuous curve rather than a set
of discrete points) but it also uses a different computation scheme. We employ two systems of
equations: a linear system to determine the coefficients of T-complete functions and a nonlinear
system to adjust the coefficients of a polynomial approximation, the latter having relatively
few unknowns. In the cited papers, both coefficients of T-complete functions and the unknown
boundary points are obtained from one nonlinear system of equations. In practice, such a system
must be large, especially when we use a high-order Trefftz solution for better accuracy and a large
number of boundary points for more precise boundary reconstruction. Consequently, the more
boundary points we wish to determine, the larger system we obtain, unlike using the present
method which allows one to recover infinitely many boundary points at the cost of solving only
a small system of equations.

4. Numerical examples

In this Section, some examples will be shown to test the developed theoretical method. Altho-
ugh the boundary detection problem originates from realistic applications, a number of studies
proposing efficient solution algorithms, among them those based on MCTM which are cited in
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the previous paragraph, validate the proposed computational methods on numerical simulations
(synthetic data). Likewise, the present method will be tested on data coming from numerical si-
mulations. The results will be shown for the function T (x, y) = e2x cos(2y), which is an analytical
solution to the Laplace equation in the domain Ω defined by inequalities

0 ¬ x ¬ 1 and 0 ¬ y ¬ f(x) (4.1)

where the graph of y = f(x) represents the unknown boundary γ.

In expansion (3.1), we took K = 14, and the values of Tγ , qγ and gγ are specified at M = 49
distinct points. The resulting simultaneous nonlinear equations are solved using the Levenberg-
Marquardt method.

For quantitative evaluation of the final results, we introduce ε, a non-negative number defined
by

ε =
‖P (x) − f(x)‖
‖f(x)‖ (4.2)

which can be interpreted as a mean error which is made when replacing the original boundary γ
with its polynomial approximation P (x).

Example 1

The unknown boundary is inferred from the Dirichlet condition on γ. We take f(x) =
(1+x−sin 4x)e−x. In Fig. 2, the true boundary is compared with its polynomial approximation.

Fig. 2. Boundary shape identification by polynomials of degree N = 2, 3, 4, 5

Table 1 gives information about the accuracy of the presented approximations.
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Table 1. Mean error of boundary shape identification for f(x) = (1 + x− sin 4x)e−x

Polynomial degree N = 2 N = 3 N = 4 N = 5

Error ε 32% 2.6% 1.9% 0.1%

Example 2

The computations have been performed for the case of the Neumann condition on γ. Figure 3
shows the results of boundary reconstruction when f(x) = (1 + x2)(2 + x5)−1.

Fig. 3. Boundary shape identification by polynomials of degree N = 3 and N = 5

The approximation errors ε, concerning the case of the Neumann condition, are listed in
Table 2.

Table 2. Mean error of boundary shape identification for f(x) = (1 + x2)(2 + x5)−1

Polynomial degree N = 2 N = 3 N = 4 N = 5

Error ε 11.9% 1.2% 1.0% 0.4%

Example 3

Finally, we present the results referring to the case of the Robin condition on γ with α = 1
and β = −3 in (2.3). The true boundary γ is a curve f(x) = (2 + cos 4x)(x3 + 2)−1 and its
approximation is presented in Fig. 4.

The approximation errors ε, concerning the case of the Robin boundary condition, are listed
in Table 3.

All examples included in this Section prove the effectiveness of the proposed computational
procedure for boundary identification. It has been enough to use a 5th degree polynomial to
approach the true boundary with an error less than 1%.

5. Stability analysis

The computation results shown in the previous Section have been performed on the exact func-
tions Tγ , qγ and gγ . In order to examine the sensitivity of the method to changes in the inputs,
one has to introduce random noise to the given functions and then evaluate the impact of such
changes on the final boundary detection.
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Fig. 4. Boundary shape identification by polynomials of degree N = 3 and N = 5

Table 3. Mean error of boundary shape identification for f(x) = (2 + cos 4x)(x3 + 2)−1

Polynomial degree N = 2 N = 3 N = 4 N = 5

Error ε 18.0% 8.6% 1.8% 0.4%

The values of Tγ , qγ and gγ are assumed to be given only at M discrete locations. In order
to simulate measurement errors, we generate M random numbers having a normal distribution
with a mean of 0 and a standard deviation of σ = 0.025. With such σ, approximately 95% of
the simulated errors lie between −5% and 5%.
One can evaluate the influence of the introduced errors on the final results of boundary

detection in a variety of ways. For the purpose of stability analysis, we use a measure ∆, defined
as

∆ =
‖Pnoisy(x)− P (x)‖

‖P (x)‖ (5.1)

where Pnoisy(x) denotes a polynomial approximation of the unknown boundary γ, derived from
the noisy data. Since we perform a sequence of computations, each giving a successive appro-
ximation to γ, the input data errors might accumulate from step to step. Therefore, it seems
reasonable to pay special attention to those solution inaccuracies which occur in the last itera-
tion. Consequently, our discussion of numerical stability is based on the value of ∆ calculated
for N = 5.

For a better insight into the problem, we have recorded ∆ in 10 runs of the computatio-
nal procedure, each with different random noise. The values of ∆ in the respective numerical
examples are presented in Table 4.

Table 4. Relative changes (∆) between the solutions derived from exact and disturbed data

Example 1 Example 2 Example 3

∆ 0.13%-0.84% 0.24%-0.88% 0.06%-0.29%

It turns out that changes in the final results are even smaller than changes in the inputs, as
far as percent errors are concerned. A possible explanation is that a polynomial curve, which
we fit to a large number of discrete points by least squares, is forced to follow the changes
introduced by random errors. Therefore, it should be shifted up at some locations but, on the
other hand, shifted down at others. A low-degree polynomial is not very ‘flexible’, so it remains
almost unchanged.
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6. Conclusions and final remarks

We proposed a method for the solution of a two-dimensional boundary identification problem
governed by the Laplace equation. In contrast to approaches which derive coordinates of unk-
nown boundary points from a large system of nonlinear equations, the proposed algorithm does
not require solving large systems and yet it delivers a very accurate reconstruction of the unk-
nown boundary. Its basic advantage is the reduction of the amount of computational work. The
provided numerical results exhibit not only high accuracy, but fast convergence of the method.
Testing the sensitivity of the algorithm to input data errors showed very low risk of large im-
pact of possible errors in the input data on predicted model outputs. The presented solution
procedure can be applied without changes to problems governed by other linear differential equ-
ations, provided the appropriate Trefftz functions are known. The only limitation concerns the
geometry of a domain, because global Trefftz solutions could provide poor results when used on
very complicated domains.
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The objects under consideration are thin visco-elastic periodic plates with moderately lar-
ge deflections. Geometrically nonlinear vibrations of these plates are investigated. In order
to take into account the effect of microstructure size on behaviour of these plates a non-
-asymptotic modelling method is proposed. Using this method, called the tolerance model-
ling, model equations with constant coefficients involving terms dependent on the micro-
structure size can be derived. In this paper, only theoretical considerations of the problem
of nonlinear vibrations of thin visco-elastic periodic plates resting on a foundation with
damping are presented.

Keywords: thin visco-elastic periodic plates, nonlinear vibrations, effect of microstructure
size, analytical tolerance modelling

1. Introduction

In this paper, thin visco-elastic plates with a periodic structure in planes parallel to the plate
midplane, interacting with a periodically heterogeneous foundation are considered. These plates
consist of many identical small elements, called periodicity cells (they are distinguished by dotted
lines in Fig. 1). Plates of this kind can have deflections of the order of their thickness. Dynamic
problems of these plates are described by nonlinear partial differential equations with coefficients
being highly oscillating, periodic and non-continuous functions of x1, x2. Hence, these equations
are not a good tool to analyse various special problems of the plates under consideration. In
order to obtain governing equations with constant coefficients, various simplified approaches are
proposed, which introduce effective plate properties. Amongst them, it is necessary to mention
those based on the asymptotic homogenization, see Kohn and Vogelius (1984). Unfortunately,
the governing equations of these models usually neglect the effect of the microstructure size on
the plate behaviour.

Fig. 1. A fragment of a thin periodic plate on a foundation under consideration
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Other various methods are also applied to describe different mechanical problems of periodic
structures and composites. Multiscale models were applied to describe composite materials rein-
forced by micro-particles by Lurie et al. (2005); the two-scale asymptotic homogenization method
was used to analyse honeycomb sandwich composite shells by Saha et al. (2007); a relationship
between the 3D and the homogenised Euler-Bernoulli beam limit was shown by Dallot et al.
(2009), where the homogenisation procedure was also justified using the asymptotic expansion
method. Results suggesting the relevance of the proposed algorithm towards the efficient multi-
scale modelling of periodic materials such as woven composites were obtained by De Carvalho et
al. (2011); a two-dimensional analytical solution of a multilayered rectangular plate with a small
periodic structure along one in-plane direction was obtained by He et al. (2013), where the two-
-scale asymptotic expansion method was employed to develop a homogenized model of each layer
in the plate and then the state-space approach was used. Heterogeneous plates were investiga-
ted by Schmitz and Horst (2014) using a finite element unit-cell method. The two-dimensional
stationary temperature distribution in a periodically stratified composite layer was analysed by
Matysiak and Perkowski (2014) within the framework of the homogenized model with microlo-
cal parameters. An asymptotic dispersive method for description of the problem of shear-wave
propagation in a laminated composite was proposed by Brito-Santana et al. (2015).

Mechanical problems of thin plates under moderately large deflections are described by the
known geometrically nonlinear equations presented by e.g. Timoshenko and Woinowsky-Krieger
(1959) and Woźniak (2001). Equations of von Kármán-type plates were derived from equations of
the three-dimensional nonlinear continuum mechanics by Meenen and Altenbach (2001). Bending
problems of such plates can be analysed using various methods, e.g. proposed by Levy (1942) or
Timoshenko and Woinowsky-Krieger (1959). However, other new or modified methods are also
presented in a lot of papers. Some of them are mentioned below. An asymptotic approach for
thin rectangular plates with variable thickness clamped on all edges was used by Huang (2004).
Theoretical, numerical and experimental analysis of the stability and ultimate load of multi-
-cell thin-walled columns of rectangular cross-sections was shown by Królak et al. (2009). Teter
(2011) analysed the dynamic critical load for buckling of columns, but global and local buckling
of sandwich beams and plates was examined by Jasion et al. (2012). The nonlinear bending
behaviour of moderately thick functionally graded plates on a two-parameter elastic foundation
was studied by Golmakani and Alamatian (2013), where the dynamic relaxation method and
the finite difference discretization technique were used to solve equations based on the first order
shear deformation theory and von Kármán theory.

Problems of nonlinear vibrations and/or visco-elastic damping of composite structures such
as beams, plates and shells, are considered by many researchers, applying various methods.
The influence of damping and/or stiffness on vibrations of nonlinear periodic plates was shown
by Reinhall and Miles (1989). Large amplitude flexural vibration characteristics of composite
plates using von Kármán’s assumptions and Galerkin’s method were obtained by Singha et al.
(2009). Geometrically nonlinear vibrations of free-edge circular plates with geometric imperfec-
tions described by von Kármán equations with using an expansion onto the eigenmode basis of
the perfect plate to discretise the equations of motion were analysed by Camier et al. (2009).
An approximate frequency equation of clamped visco-elastic rectangular plates with thickness
variations was derived by using the Rayleigh-Ritz technique by Gupta et al. (2009). Magnucka-
Blandzi (2010) carried out a certain nonlinear analysis of dynamic stability of a circular plate.
Some oscillations of visco-elastic Timoshenko beams were investigated by Manevich and Koła-
kowski (2011). The variational method was used in nonlinear free vibration and post-buckling
analysis of functionally graded beams resting on a nonlinear elastic foundation by Fallah and
Aghdam (2011). Damping and forced vibrations of three-layered laminated composite beams
described in the framework of the higher-order zig-zag theories were investigated by Youzera et
al. (2012). Nonlinear free vibrations of orthotropic shells with variable thickness were analysed



Geometrically nonlinear vibrations of thin visco-elastic periodic plates... 947

by Awrejcewicz et al. (2013). Lei et al. (2013) used a transfer function method to obtain a
closed-form and uniform solution for damped visco-elastic vibrations of Euler-Bernoulli beams.
A linearized updated mode method was applied to solve nonlinear equations of geometrically
nonlinear free vibrations of laminated composite rectangular plates with curvilinear fibers by
Houmat (2013). Natural frequencies of free vibrations for functionally graded annular plates
resting on a Winkler’s foundation were predicted using the differential quadrature method and
the Chebyshev collocation technique by Yajuvindra and Lal (2013). Yaghoobi and Torabi (2013)
presented large amplitude vibrations of functionally graded beams on a nonlinear elastic founda-
tion. Nonlinear bending vibrations of sandwich plates with a visco-elastic core were investigated
by Mahmoudkhani et al. (2014), where the 5th-order method of multiple scales was applied to
solve the equations of motion.

Usually, those proposed modelling approaches for microstructured media lead to governing
equations neglecting the effect of the microstructure size which can play a crucial role in dyna-
mical problems of such media, e.g. for periodic plates under consideration, see Jędrysiak (2003,
2009). In order to take into account this effect, some special methods are adopted sometimes to
analyse particular problems. For example, Zhou et al. (2014) investigated the problem of free
flexural vibration of periodic stiffened thin plates using Bloch’s theorem and the center finite
difference method.

However, in order to obtain equations of the model, which describe the aforementioned effect,
new non-asymptotic models of thin periodic plates based on the nonlinear theory were proposed
by Domagalski and Jędrysiak (2012, 2015). These models are called the tolerance models and
are obtained in the framework of a certain general modelling approach called the tolerance
averaging technique, see Woźniak et al. (2008, 2010). The derived equations, in contrary to the
exact ones, have constant coefficients. Some of them explicitly depend on the characteristic size
of the periodicity cell.

The tolerance method is general and is useful to model various problems described by diffe-
rential equations with highly oscillating non-continuous functional coefficients. It can be applied
in analysis of various thermo-mechanical problems of microheterogeneous solids and structures.
Some applications of this method for different periodic structures were presented in a series
of papers, e.g. for dynamics of plane periodic structures by Wierzbicki and Woźniak (2000);
for dynamics with near-boundary phenomena in stratified layers by Wierzbicki et al. (2001);
for vibrations of periodic wavy-type plates by Michalak (2001); for thin plates reinforced by a
system of periodic stiffeners by Nagórko and Woźniak (2002); for stability problems of perio-
dic thin plates by Jędrysiak (2000); for stability analysis of periodic shells by Tomczyk (2007);
for vibrations of periodic plates by Jędrysiak (2003, 2009); for dynamics problems of medium
thickness plates on a periodic foundation by Jędrysiak and Paś (2014); for vibrations of thin
functionally graded plates with plate thickness small comparing to the microstructure size by
Kaźmierczak and Jędrysiak (2011) and for stability of such plates by Jędrysiak and Michalak
(2011); for vibrations of thin functionally graded plates with the microstructure size of an order
of the plate thickness by Jędrysiak (2013); for stability of thin functionally graded annular plates
on an elastic heterogeneous subsoil by Perliński et al. (2014). Moreover, the tolerance method is
also used to analyse damped vibrations of periodic plate strips by Marczak and Jędrysiak (2014)
and nonlinear vibrations of periodic beams resting on a visco-elastic foundation by Domagalski
and Jędrysiak (2014). An extended list of papers can be found in the books by Woźniak et al.
(2008, 2010).

The main aim of this theoretical contribution is to formulate and discuss the nonlinear
tolerance and asymptotic models of dynamic problems for thin visco-elastic periodic plates
with moderately large deflections resting on a foundation with damping, on various levels of
accuracy. These new tolerance models are an extension and generalization of the tolerance models
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presented and applied by Domagalski and Jędrysiak (2012, 2014, 2015), Marczak and Jędrysiak
(2014).

2. Fundamental equations

Let us denote by 0x1x2x3 the orthogonal Cartesian co-ordinate system in the physical space
and by t the time co-ordinate. Let the subscripts α, β, . . . (i, j, . . .) run over 1, 2 (over 1, 2, 3)
and the indices A,B, . . . (a, b, . . .) run over 1, . . . , N (1, . . . , n). The summation convention holds
for all aforementioned indices. Denote also x ≡ (x1, x2) and z ≡ x3. Let us assume that the
undeformed plate occupies the region Ω ≡ {(x, z) : −d(x)/2 < z < d(x)/2,x ∈ Π}, where Π is
the midplane with length dimensions L1, L2 along the x1- and x2-axis, respectively, and d(x) is
plate thickness.

It is assumed that plates under consideration have a periodic structure along the x1- and
x2-axis directions with periods l1, l2, respectively, in planes parallel to the plate midplane.
The periodicity basic cell on 0x1x2 plane is denoted by ∆ ≡ [−l1/2, l1/2] × [−l2/2, l2/2]. It
is assumed that the cell size is described by a parameter l ≡ [(l1)2 + (l2)2]1/2, satisfying the
condition max(d) ≪ l ≪ min(L1, L2). Thus, l will be called the microstructure parameter. Let
us denote partial derivatives with respect to a space co-ordinate by (·),α ≡ ∂/∂xα.
Moreover, thickness d(x) can be a periodic function in x, elastic moduli aijkl = aijkl(x, z) and

mass density ρ = ρ(x, z) can be also periodic functions in x. In general, these plate properties
are not assumed to be even functions in z. Let aαβγδ , aαβ33, a3333 be non-zero components
of the elastic moduli tensor. Denote cαβγδ ≡ aαβγδ − aαβ33aγδ33(a3333)−1. Proper visco-elastic
moduli are denoted by c̃αβγδ .

It is also assumed that the periodic plates interact with a periodic visco-elastic foundation
which rests on a rigid undeformable base, see Vlasov and Leontiev (1960). A fragment of such a
plate is presented in Fig. 1. The heterogeneous foundation is assumed to be periodic in planes
parallel to the plate midplane, i.e. along the x1- and x2-axis directions with periods l1 and l2,
respectively; however, it has constant properties along the z-axis direction. Hence, the founda-
tion properties, i.e. mass density per unit area µ̂ = µ̂(x), Winkler’s coefficient k = k(x) and
the damping parameter c = c(x) can be periodic functions in x = (x1, x2). These foundation
parameters can be defined following the book by Vlasov and Leontiev (1960). It is also assumed
that the plate cannot be torn off from the foundation.

Denote displacements, strains and stresses by ui, eij and sij, respectively; virtual displace-
ments and virtual strains by ui and eij ; loadings (along the z-axis) by p.

Now, the fundamental relations of the nonlinear thin plates theory, see Levy (1942) and
Woźniak et al. (2001), are reminded.

• Kinematic assumptions of thin plates

uα(x, z, t) = u
0
α(x, t)− z∂αw(x, t) u3(x, z, t) = w(x, t) (2.1)

with w(x, t) as the deflection of the midplane, u0α(x, t) as the in-plane displacement. Simi-
larly, these are for virtual displacements

uα(x, z) = u
0
α(x)− z∂αw(x) u3(x, z) = w(x) (2.2)

• Strain-displacement relations

eαβ = u(α,β) +
1

2
u3,αu3,β (2.3)
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• Stress-strain relations (it is assumed that the plane of elastic symmetry is parallel to the
plane z = 0)

sαβ = cαβγδeγδ + c̃αβγδ ėγδ (2.4)

with

cαβγδ = aαβγδ − aαβ33a33γδ/a3333 cα3γ3 = aα3γ3 − aα333a33γ3/a3333
c̃αβγδ = ãαβγδ − ãαβ33ã33γδ/ã3333 c̃α3γ3 = ãα3γ3 − ãα333ã33γ3/ã3333

(2.5)

• The virtual work equation

∫

Π

d/2∫

−d/2

ρüiui dz da+

∫

Π

d/2∫

−d/2

sαβeαβ dz da =

∫

Π

pu3
(
x,
d

2

)
da

−
∫

Π

(ku3 + µ̂ü3 + cu̇3)u3
(
x,−d
2

)
da

(2.6)

is satisfied for arbitrary virtual displacements (2.2), assuming these displacements neglect
the plate boundary; moreover: da = dx1dx2; the virtual displacements are sufficiently
regular, independent functions.

The plate properties are periodic functions in x, i.e. stiffness tensors: bαβγδ , dαβγδ , hαβγδ ,

visco-elastic tensors: b̃αβγδ, d̃αβγδ , h̃αβγδ , and inertia properties: µ, j, i are defined as

bαβγδ(x) =

d/2∫

−d/2

cαβγδ(x, z) dz dαβγδ(x) =

d/2∫

−d/2

cαβγδ(x, z)z
2 dz

hαβγδ(x) =

d/2∫

−d/2

cαβγδ(x, z)z dz b̃αβγδ(x) =

d/2∫

−d/2

c̃αβγδ(x, z) dz

d̃αβγδ(x) =

d/2∫

−d/2

c̃αβγδ(x, z)z
2 dz h̃αβγδ(x) =

d/2∫

−d/2

c̃αβγδ(x, z)z dz

µ(x) =

d/2∫

−d/2

ρ(x, z) dz j(x) =

d/2∫

−d/2

ρ(x, z)z2 dz i(x) =

d/2∫

−d/2

ρ(x, z)z dz

(2.7)

Using assumptions (2.1)-(2.4) of the nonlinear two-dimensional thin plate theory, applying
the divergence theorem and the du Bois-Reymond lemma to equation (2.6), after some manipu-
lations the governing equations of thin visco-elastic plates resting on foundations with damping
can be written in the form:
— constitutive equations

mαβ = −hαβγδuγ,δ + dαβγδw,γδ −
1

2
hαβγδw,γw,δ − h̃αβγδ u̇γ,δ + d̃αβγδẇ,γδ

+
1

2
h̃αβγδ(ẇ,γw,δ + w,γẇ,δ)

nαβ = bαβγδuγ,δ − hαβγδw,γδ +
1

2
bαβγδw,γw,δ + b̃αβγδ u̇γ,δ − h̃αβγδẇ,γδ

+
1

2
b̃αβγδ(ẇ,γw,δ + w,γẇ,δ)

(2.8)
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— equilibrium equations

mαβ,αβ − (nαβw,α),β + µẅ − jẅ,αα + kw + µ̂ẅ + cẇ + iüα,α = p
− nαβ,β + µüα − iẅ,α = 0

(2.9)

or after substituting equations (2.8) into (2.9) as

{
−hαβγδ

(
u0γ,δ +

1

2
w,γw,δ

)
+ dαβγδw,γδ − h̃αβγδ

[
u̇0γ,δ −

1

2
(ẇ,γw,δ + w,γẇ,δ)

]

+ d̃αβγδẇ,γδ
}
,αβ
−
{[
bαβγδ

(
u0γ,δ +

1

2
w,γw,δ

)
− hαβγδw,γδ

+ b̃αβγδ
[
u̇0γ,δ +

1

2
(ẇ,γw,δ + w,γẇ,δ)

]
− h̃αβγδẇ,γδ

]
w,α

}
,β

+ µẅ − jẅ,αα + kw + µ̂ẅ + cẇ + iü0α,α = p

−
{
bαβγδ

(
u0γ,δ +

1

2
w,γw,δ

)
− hαβγδw,γδ + b̃αβγδ

[
u̇0γ,δ +

1

2
(ẇ,γw,δ + w,γẇ,δ)

]

− h̃αβγδẇ,γδ
}
,β
+ µü0α − iẅ,α = 0

(2.10)

It can be observed that coefficients of equations (2.8) and (2.9) (or (2.10)) can be discontinu-
ous and highly oscillating, periodic functions in x, cf. (2.7). Hence, solutions to these equations
are very difficult to obtain.

The main aim of this paper is to propose a replacement of original equations with approxi-
mate models, which describe (or not) the information about the microstructure of considered
plates by using systems of equations with constant coefficients.

3. Outline of the tolerance modelling

3.1. Introductory concepts

In the tolerance modelling, certain introductory concepts are used. Following Woźniak et al.
(2008, 2010) some of them are reminded below.

A cell at x ∈ Π∆ is denoted by ∆(x) = x+∆, Π∆ = {x ∈ Π : ∆(x) ⊂ Π}. The fundamental
concept of the modelling technique is the averaging operator, defined by

〈φ〉(x) = 1
l1l2

∫

∆(x)

f(y1, y2) dy1 dy2 x ∈ Π∆ y ∈ ∆(x) (3.1)

for an integrable function ϕ. If the function ϕ is periodic in x, its averaged value calculated from
(3.1) is constant.

Let δ be an arbitrary positive number and X be a linear normed space. The tolerance
relation ≈ for a certain positive constant δ, called the tolerance parameter, is defined by

(∀(x1,x2) ∈ X2) [x1 ≈ x2 ⇔ ‖x1 − x2‖X ¬ δ] (3.2)

Let ∂kϕ denote the k-th gradient of the function ϕ = ϕ(x), x ∈ Π, k = 0, 1, . . . , α, α  0,
and ∂0ϕ ≡ ϕ. Let φ̃(k)(x, ·) be a function defined in Π ×Rm, and δ be the tolerance parameter.
Introduce also Πx ≡ Π ∩

⋃
z∈∆(x)

∆(z), x ∈ Π.
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The function ϕ ∈ Hα(Π) is called the tolerance-periodic function (with respect to cell ∆
and tolerance parameter δ), ϕ ∈ TPαδ (Π,∆), if for k = 0, 1, . . . , α, the following conditions are
satisfied

(i) (∀x ∈ Π)(∃φ̃(k)(x, ·) ∈ H0(∆))
[∥∥∥∂kφ

∥∥∥
Πx
(·)− φ̃(k)(x, ·)

∥∥∥
H0(Πx)

¬ δ
]

(ii)

∫

∆(·)

φ̃(k)(·, z) dz ∈ C0(Π) (3.3)

The function ϕ̃(k)(x, ·) is a periodic approximation of ∂kϕ in ∆(x), x ∈ Π, k = 0, 1, . . . , α.
The function F ∈ Hα(Π) is a slowly-varying function, F ∈ SV α

δ (Π,∆), if

(i) F ∈ TPαδ (Π,∆)

(ii) (∀x ∈ Π)
[
F̃ (k)(x, ·)

∣∣∣
∆(x)
= ∂kF (x), k = 0, . . . , α

] (3.4)

The function φ ∈ Hα(Π) is a highly oscillating function, φ ∈ HOαδ (Π,∆), if

(i) φ ∈ TPαδ (Π,∆)

(ii) (∀x ∈ Π)
[
φ̃(k)(x, ·)

∣∣∣
∆(x)
= ∂kφ̃(x), k = 0, . . . , α

]

(iii) ∀F ∈ SV α
δ (Π,∆) ∃ϕ = φF ∈ TPαδ (Π,∆)

ϕ̃(k)(x, ·)
∣∣∣
∆(x)
= F (x)∂kφ̃(x)

∣∣∣
∆(x)

, k = 1, . . . , α

(3.5)

For α = 0, let us denote ϕ̃ ≡ ϕ̃(0).
Let us introduce two highly oscillating functions defined on Π, f(·), g(·), f ∈ HO1δ (Π,∆),

g ∈ HO2δ (Π,∆).
Let the function f(·) be continuous and have a piecewise continuous and bounded gra-

dient ∂1f . The function f(·) is a fluctuation shape function of the 1st kind, FS1δ (Π,∆), if it
depends on l as a parameter and the conditions hold

(i) ∂kf ∈ O(lα−k) for k = 0, α, α = 1, ∂0f ≡ f
(ii) 〈f〉(x) ≈ 0 ∀x ∈ Π∆

(3.6)

where l is the microstructure parameter. Condition (3.6)(ii) can be replaced by 〈µf〉(x) ≈ 0 for
every x ∈ Π∆, where µ > 0 is a certain tolerance-periodic function.

However, let g(·) be a continuous function together with the gradient ∂1g and with the
piecewise continuous and bounded gradient ∂2g. The function g(·) is a fluctuation shape function
of the 2-nd kind, FS2δ (Π,∆), if it depends on l as a parameter and the conditions hold

(i) ∂kg ∈ O(lα−k) for k = 0, 1, . . . , α, α = 2, ∂0g ≡ g
(ii) 〈g〉(x) ≈ 0 ∀x ∈ Π∆

(3.7)

where l is the microstructure parameter. Condition (3.7)(ii) can be replaced by 〈µg〉(x) ≈ 0 for
every x ∈ Π∆, where µ > 0 is a certain tolerance-periodic function.
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3.2. Fundamental assumptions of the tolerance modelling

The tolerance modelling is based on two fundamental modelling assumptions which are
formulated in general form in the books by Woźniak et al. (2008, 2010). Here, they are shown
below in the form for thin periodic plates.

The micro-macro decomposition is the first assumption in which it is assumed that the
deflection and the in-plane displacements can be decomposed as

w(x, t) =W (x, t) + gA(x)V A(x, t) A = 1, . . . , N

u0α(x, t) = Uα(x, t) + f
a(x)T aα(x, t) a = 1, . . . ,m

(3.8)

and the functions W (·, t), V A(·, t) ∈ SV 2δ (Π,∆), Uα(·, t), T aα (·, t) ∈ SV 1δ (Π,∆) are the basic
unknowns; gA(·) ∈ FS2δ (Π,∆), fa(·) ∈ FS1δ (Π,∆) are the known fluctuation shape functions.
The functions W (·, t) and Uα(·, t) are called the macrodeflection and the in-plane macrodispla-
cements, respectively; V A(·, t) and T aα(·, t) are called the fluctuation amplitudes of the deflection
and the in-plane displacements, respectively. The fluctuation shape function can be obtained as
solutions to eigenvalue problems posed on the periodicity cell, cf. Jędrysiak (2009). However,
in most cases, they are assumed in an approximate form as: trigonometric functions (gA) or
saw-type functions (fa), see Jędrysiak (2003, 2013).

Moreover, similar assumptions to (3.8) are introduced for virtual displacements w(·), u0α(·)

w(x) =W (x) + gA(x)V
A
(x) A = 1, . . . , N

u0α(x) = Uα(x) + f
a(x)T

a
α(x) a = 1, . . . ,m

(3.9)

with slowly-varying functions W (·), V A
(·) ∈ SV 2δ (Π,∆), Uα(·), T

a
α(·) ∈ SV 1δ (Π,∆).

In the tolerance averaging approximation, the terms O(δ) are assumed to be negligibly small
in the course of modelling, i.e. they can be omitted in the following formulas

(i) 〈ϕ〉(x) = 〈ϕ̃(x) +O(δ)
(ii) 〈ϕ〉F 〉(x) = 〈ϕ〉(x)F (x) +O(δ)
(iii) 〈ϕ〉(gF ),γ (x) = 〈ϕ〉g,γ(x)F (x) +O(δ)
x ∈ Π; γ = 1, α; α = 1, 2; 0 < δ ≪ 1;
ϕ ∈ TPαδ (Π,∆); F ∈ SV α

δ (Π,∆); g ∈ FSαδ (Π,∆)

(3.10)

3.3. The modelling procedure

The above concepts and fundamental assumptions are used in the modelling procedure. This
procedure can be divided into four steps.

In the first step, micro-macro decompositions (3.8) and (3.9) are substituted into virtual work
equation (2.6) of such a plate resting on a foundation. Then, in the second step, the averaging
operation is used to average the resulting equation over the periodicity cell, see Jędrysiak (2003).
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In the next step, we arrive at the tolerance averaged virtual work equation after using formu-
las (3.10) of the tolerance averaging approximation (Jędrysiak, 2003). Applying the following
denotations of some averaged parameters, being averaged constitutive relations

Mαβ ≡ −
〈 d/2∫

−d/2

sαβz dz
〉

MA ≡ −
〈
gA,αβ

d/2∫

−d/2

sαβz dz
〉

Nαβ =
〈 d/2∫

−d/2

sαβ dz
〉

Na
α ≡

〈 d/2∫

−d/2

sαβf
a
,β dz

〉

QAα ≡
〈 d/2∫

−d/2

sαβg
A
,β dz

〉
RAB ≡

〈 d/2∫

−d/2

sαβg
A
,αg

B
,β dz

〉

(3.11)

this tolerance averaged virtual work equation can be written as

∫

Π

(〈µ〉Ẅ + 〈µgB〉V̈ B)δW da+

∫

Π

(〈µgA〉Ẅ + 〈µgAgB〉V̈ B)δV A da

+

∫

Π

(〈µ〉Üα + 〈µf b〉T̈ bα − 〈i〉Ẅ,α − 〈igB,α〉V̈ B)δUα da

+

∫

Π

(〈µfa〉Üα + 〈µfaf b〉T̈ bα − 〈ifa〉Ẅ,α − 〈ifagB,α〉V̈ B)δT aα da

−
∫

Π

(−〈i〉Üα,α − 〈if b〉T̈ bα,α + 〈j〉Ẅ,αα + 〈jgB,α〉V̈ B
,α )δW da

+

∫

Π

(−〈igA,α〉Üα − 〈if bgA,α〉T̈ bα + 〈jgA,α〉Ẅ,α + 〈jgA,αgB,α〉V̈ B)δV A da

−
∫

Π

Nαβ,βδUα da+

∫

Π

Na
αδT

a
α da

+

∫

Π

[Mαβ,αβ − (NαβW,α +Q
A
β V

A),β]δW da

+

∫

Π

(MA +QAαW,α +R
ABV B)δV A da

=

∫

Π

pδW da−
∫

Π

(〈k〉W + 〈kgB〉V B)δW da

−
∫

Π

(〈kgA〉W + 〈kgAgB〉V B)δV A da

−
∫

Π

(〈µ̂〉Ẅ + 〈µ̂gB〉V̈ B)δW da−
∫

Π

(〈µ̂gA〉Ẅ + 〈µ̂gAgB〉V̈ B)δV A da

−
∫

Π

(〈c〉Ẇ + 〈cgB〉V̇ B)δW da−
∫

Π

(〈cgA〉Ẇ + 〈cgAgB〉V̇ B)δV A da

(3.12)

Then, using the divergence theorem and the du Bois-Reymond lemma to equation (3.12),
after some manipulations, governing equations of the proposed approximate tolerance model can
be obtained.
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4. Governing equations

4.1. Tolerance model equations

Let us introduce denotations

Bαβγδ ≡ 〈bαβγδ〉 Ba
αβγ ≡ 〈bαβγδfa,δ〉

Bab
αγ ≡ 〈bαβγδfa,βf b,δ〉 Dαβγδ ≡ 〈dαβγδ〉

DA
αβ ≡ 〈dαβγδgA,γδ〉 DAB ≡ 〈dαβγδgA,αβgB,γδ〉

FABCα ≡ l−3〈bαβγδgA,βgB,γgC,δ 〉 FAαβγ ≡ l−1〈bαβγδgA,δ〉
FABαβ ≡ l−2〈bαβγδgA,γgB,δ 〉 F aBαγ ≡ l−1〈bαβγδfa,βgB,δ 〉
F aBCα ≡ l−2〈bαβγδfa,βgB,γgC,δ 〉 FABCD ≡ l−4〈bαβγδgA,αgB,βgC,γgD,δ 〉
GAαβγ ≡ l−1〈hαβγδgA,δ〉 GABαβ ≡ l−2〈hαβγδgA,γgB,δ 〉
GABγ ≡ l−1〈hαβγδgA,αβgB,δ 〉 GABC ≡ l−2〈hαβγδgA,αβgB,γgC,δ 〉
Hαβγδ ≡ 〈hαβγδ〉 HA

αβ ≡ 〈hαβγδgA,γδ〉
Ha
αγδ ≡ 〈hαβγδfa,β〉 HaB

α ≡ 〈hαβγδfa,βgB,γδ〉
B̃αβγδ ≡ 〈b̃αβγδ〉 B̃a

αβγ ≡ 〈b̃αβγδfa,δ〉
B̃ab
αγ ≡ 〈b̃αβγδfa,βf b,δ〉 D̃αβγδ ≡ 〈d̃αβγδ〉

D̃A
αβ ≡ 〈d̃αβγδgA,γδ〉 D̃AB ≡ 〈d̃αβγδgA,αβgB,γδ〉

F̃ABCα ≡ l−3〈b̃αβγδgA,βgB,γgC,δ 〉 F̃Aαβγ ≡ l−1〈b̃αβγδgA,δ〉
F̃ABαβ ≡ l−2〈b̃αβγδgA,γgB,δ 〉 F̃ aBαγ ≡ l−1〈b̃αβγδfa,βgB,δ 〉
F̃ aBCα ≡ l−2〈b̃αβγδfA,βgB,γgC,δ 〉 F̃ABCD ≡ l−4〈b̃αβγδgA,αgB,βgC,γgD,δ 〉
G̃Aαβγ ≡ l−1〈h̃αβγδgA,δ〉 G̃ABαβ ≡ l−2〈h̃αβγδgA,γgB,δ 〉
G̃ABγ ≡ l−1〈h̃αβγδgA,αβgB,δ 〉 G̃ABC ≡ l−2〈h̃αβγδgA,αβgB,γgC,δ 〉
H̃αβγδ ≡ 〈h̃αβγδ〉 H̃A

αβ ≡ 〈h̃αβγδgA,γδ〉
H̃a
αγδ ≡ 〈h̃αβγδfa,β〉 H̃aB

α ≡ 〈h̃αβγδfa,βgB,γδ〉
m ≡ 〈µ〉 mA ≡ l−2〈µgA〉
mAB ≡ l−4〈µgAgB〉 ϑ ≡ 〈j〉
ϑAα ≡ l−1〈jgA,α〉 ϑABαβ ≡ l−2〈jgA,αgB,β〉
θ ≡ 〈i〉 θa ≡ l−1〈ifa〉
θAα ≡ l−1〈igA,α〉 θaAα ≡ l−2〈ifagA,α〉
C ≡ 〈c〉 CA ≡ l−2〈cgA〉
CAB ≡ l−4〈cgAgB〉 K ≡ 〈k〉
KA ≡ l−2〈kgA〉 KAB ≡ l−4〈kgAgB〉
m̂ ≡ 〈µ̂〉 m̂A ≡ l−2〈µ̂gA〉
m̂AB ≡ l−4〈µ̂gAgB〉 ma ≡ l−1〈µfa〉
mab ≡ l−4〈µfaf b〉 P ≡ 〈p〉 PA ≡ l−2〈pgA〉

(4.1)

Using the tolerance modelling procedure, a system of equations for the in-plane macrodispla-
cements Uα, fluctuation amplitudes of the in-plane macrodisplacements T

a
α , macrodeflection W ,

fluctuation amplitudes of the deflection V A can be derived:



Geometrically nonlinear vibrations of thin visco-elastic periodic plates... 955

— constitutive equations

Mαβ = −Hαβγδ

(
Uγ,δ +

1

2
W,γW,δ

)
−Ha

αβγT
a
γ +DαβγδW,γδ +D

A
αβV

A

− lGAαβγ [W,γV
A + (Ẇ,γV

A +W,γV̇
A)]− 1

2
l2GABαβ [V

AV B + (V̇ AV B + V AV̇ B)]

− H̃αβγδ

[
U̇γ,δ −

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
− H̃a

αβγṪ
a
γ + D̃αβγδẆ,γδ + D̃

A
αβ V̇

A

MA = −HA
αβ

(
Uγ,δ +

1

2
W,γW,δ

)
−HaA

α T aα +D
A
αβW,γδ +D

ABV B

− lGABγ W,γV
B − 1
2
l2GABCV BV C − H̃A

αβ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]

− H̃aA
α Ṫ aα + D̃

A
αβẆ,γδ + D̃

ABV̇ B − lG̃ABγ (Ẇ,γV
B +W,γV̇

B)

− 1
2
l2G̃ABC(V̇ BV C + V BV̇ C)

Nαβ = Bαβγδ
(
Uγ,δ +

1

2
W,γW,δ

)
+Ba

αβγT
a
γ −HαβγδW,γδ −HA

αβV
A + lFAαβγW,γV

A

+
1

2
l2FABαβ V

AV B + B̃αβγδ
[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃a

αβγ Ṫ
a
γ − H̃αβγδẆ,γδ

− H̃A
αβV̇

A + lF̃Aαβγ(Ẇ,γV
A +W,γV̇

A) +
1

2
l2F̃ABαβ (V̇

AV B + V AV̇ B)

Na
α = B

a
αγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+Bab

αγT
b
γ −Ha

αγδW,γδ −HaB
α V B + lF aBαγ W,γV

B

+
1

2
l2F aBCα V BV C + B̃a

αγδ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃ab

αγṪ
b
γ − H̃a

αγδẆ,γδ

− H̃aB
α V̇ B + lF̃ aBαγ (Ẇ,γV

B +W,γV̇
B) +

1

2
l2F̃ aBCα (V̇ BV C + V BV̇ C)

QAα = lF
A
αγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+ lF aAαγ T

a
γ − lGAαγδW,γδ − lGABα V B + l2FABαγ W,γV

B

+
1

2
l3FABCα V BV C + lF̃AαγδU̇γ,δ + lF̃

aA
αγ

[
Ṫ aγ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]

− lG̃AαγδẆ,γδ − lG̃ABα V̇ B + l2F̃ABαγ (Ẇ,γV
B +W,γV̇

B) +
1

2
l3F̃ABCα (V̇ BV C + V BV̇ C)

RAB = l2FABγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+ l2F aABγ T aγ − l2GABγδ W,γδ − l2GABCV C + l3FABCγ W,γV

C

+
1

2
l4FABCDV CV D + l2F̃ABγδ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ l2F̃ aABγ Ṫ aγ − l2G̃

(4.2)

— equilibrium equations

Mαβ,αβ − (NαβW,α +Q
A
β V

A),β + (m+ m̂)Ẅ + l
2(mA + m̂A)V̈ A − ϑẄ,αα − lϑAα V̈ A

,α

+KW + l2KAV A + CẆ + l2CAV̇ A + θÜα,α + lθ
aT̈ aα,α = P

MA +QAαW,α +R
ABV B + l2(mA + m̂A)Ẅ + lϑAαẄ,α + l

2(l2mAB + l2m̂AB + ϑABαβ )V̈
B

+ l2KAW + l4KABV B + l2CAẆ + l4CABV̇ B − lθAα Üα − l2θaAα T̈ aα = l
2PA

−Nαβ,β +mÜα + lm
aT̈ aα − θẄ,α − lθAα V̈ A = 0

Na
α + lm

aÜα + l
2mabT̈ bα − lθaẄ,α − l2θaAα V̈ A = 0

(4.3)

Equations (4.2) and (4.3) together with micro-macro decompositions (3.8) constitute the
nonlinear tolerance model of thin visco-elastic periodic plates resting on a foundation with
damping if the plate properties are not even functions of z. This model describes the effect
of the microstructure size on the overall plate behaviour by terms with the microstructure
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parameter l. For the considered plates, boundary conditions have to be formulated only for the
macrodeflection W and the in-plane macrodisplacements Uα. Moreover, the basic unknowns of
equations (4.2) and (4.3) have to satisfy the following conditions: W (·, t), V A(·, t) ∈ SV 2δ (Π,∆),
Uα(·, t), T aα (·, t) ∈ SV 1δ (Π,∆), i.e. they are slowly-varying functions in x.
In the next considerations, it is assumed that the plate properties are even functions of z,

i.e. plates under consideration have the symmetry plane z = 0. Hence, some coefficients (4.1)
are equal to zero

Hαβγδ = H
A
αβ = H

a
αγδ = H

aB
α = G

A
αβγ = G

AB
αβ = G

AB
γ = G

ABC = 0

H̃αβγδ = H̃
A
αβ = H̃

a
αγδ = H̃

aB
α = G̃

A
αβγ = G̃

AB
αβ = G̃

AB
γ = G̃

ABC = 0

θ = θa = θAα = θ
aA
α = 0

(4.4)

Equations (4.2) and (4.3) take the following form:
— constitutive equations

Mαβ = DαβγδW,γδ +D
A
αβV

A + D̃αβγδẆ,γδ + D̃
A
αβV̇

A

MA = DA
αβW,γδ +D

ABV B + D̃A
αβẆ,γδ + D̃

ABV̇ B

Nαβ = Bαβγδ
(
Uγ,δ +

1

2
W,γW,δ

)
+Ba

αβγT
a
γ + lF

A
αβγW,γV

A +
1

2
l2FABαβ V

AV B

+ B̃αβγδ
[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃a

αβγ Ṫ
a
γ

+ lF̃Aαβγ(Ẇ,γV
A +W,γV̇

A) +
1

2
l2F̃ABαβ (V̇

AV B + V AV̇ B)

Na
α = B

a
αγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+Bab

αγT
b
γ + lF

aB
αγ W,γV

B +
1

2
l2F aBCα V BV C

+ B̃a
αγδ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃ab

αγ Ṫ
b
γ

+ lF̃ aBαγ (Ẇ,γV
B +W,γV̇

B) +
1

2
l2F̃ aBCα (V̇ BV C + V BV̇ C)

QAα = lF
A
αγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+ lF aAαγ T

a
γ + l

2FABαγ W,γV
B +
1

2
l3FABCα V BV C

+ lF̃AαγδU̇γ,δ + lF̃
aA
αγ

[
Ṫ aγ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ l2F̃ABαγ (Ẇ,γV

B +W,γV̇
B)

+
1

2
l3F̃ABCα (V̇ BV C + V BV̇ C)

RAB = l2FABγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+ l2F aABγ T aγ + l

3FABCγ W,γV
C +
1

2
l4FABCDV CV D

+ l2F̃ aABγ Ṫ aγ + l
2F̃ABγδ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]

+ l3F̃ABCγ (Ẇ,γV
C +W,γV̇

C) +
1

2
l4F̃ABCD(V̇ CV D + V C V̇ D)

(4.5)

— equilibrium equations

Mαβ,αβ − (NαβW,α +Q
A
β V

A),β + (m+ m̂)Ẅ + l
2(mA + m̂A)V̈ A − ϑẄ,αα − lϑAα V̈ A

,α

+KW + l2KAV A + CẆ + l2CAV̇ A = P

MA +QAαW,α +R
ABV B + l2(mA + m̂A)Ẅ + lϑAαẄ,α + l

2(l2mAB + l2m̂AB + ϑABαβ )V̈
B

+ l2KAW + l4KABV B + l2CAẆ + l4CABV̇ B = l2PA

−Nαβ,β +mÜα + lm
aT̈ aα = 0

Na
α + lm

aÜα + l
2mabT̈ bα = 0

(4.6)
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Similarly to equations (4.2) and (4.3), equations (4.5) and (4.6) together with micro-macro
decompositions (3.8) constitute the nonlinear tolerance model of thin visco-elastic periodic plates
resting on a foundation with damping, but only for plates with the symmetry plane z = 0. It
can be observed that all above equations (4.2), (4.3) and (4.5), (4.6) have constant coefficients.

4.2. Asymptotic model equations

The asymptotic model equations can be obtained, from the formal point of view, using
the asymptotic modelling procedure, see Woźniak et al. (2010). Below, this is done by simply
neglecting terms of the order of O(ln), n = 1, 2, . . ., in equations (4.2), (4.3) and (4.5), (4.6).
Hence, from equations (4.2) and (4.3), the equations of the nonlinear asymptotic model take

the form:
— constitutive equations

Mαβ = −Hαβγδ

(
Uγ,δ +

1

2
W,γW,δ

)
−Ha

αβγT
a
γ +DαβγδW,γδ +D

A
αβV

A

− H̃αβγδ

[
U̇γ,δ −

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
− H̃a

αβγṪ
a
γ + D̃αβγδẆ,γδ + D̃

A
αβ V̇

A

MA = −HA
αβ

(
Uγ,δ +

1

2
W,γW,δ

)
−HaA

α T aα +D
A
αβW,γδ +D

ABV B

− H̃A
αβ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
− H̃aA

α Ṫ aα + D̃
A
αβẆ,γδ + D̃

ABV̇ B

Nαβ = Bαβγδ
(
Uγ,δ +

1

2
W,γW,δ

)
+Ba

αβγT
a
γ −HαβγδW,γδ −HA

αβV
A

+ B̃αβγδ
[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ ãBa

αβγ Ṫ
a
γ − H̃αβγδẆ,γδ − H̃A

αβV̇
A

Na
α = B

a
αγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+Bab

αγT
b
γ −Ha

αγδW,γδ −HaB
α V B

+ B̃a
αγδ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃ab

αγ Ṫ
b
γ − H̃a

αγδẆ,γδ − H̃aB
α V̇ B

QAα = 0 RAB = 0

(4.7)

— equilibrium equations

Mαβ,αβ − (NαβW,α +Q
A
β V

A),β + (m+ m̂)Ẅ − ϑẄ,αα +KW + CẆ + θÜα,α = P

MA = 0 −Nαβ,β +mÜα − θẄ,α = 0 Na
α = 0

(4.8)

where all coefficients are constant.
It can be observed that equations (4.7) and (4.8) with micro-macro decompositions (3.8)

constitute the nonlinear asymptotic model of thin visco-elastic periodic plates resting on a
foundation with damping for plates without the symmetry plane z = 0.
On the other side, from equations (4.5) and (4.6), similar equations of the nonlinear asymp-

totic model can be derived in the form:
— constitutive equations

Mαβ = DαβγδW,γδ +D
A
αβV

A + D̃αβγδẆ,γδ + D̃
A
αβ V̇

A

MA = DA
αβW,γδ +D

ABV B + D̃A
αβẆ,γδ + D̃

ABV̇ B

Nαβ = Bαβγδ
(
Uγ,δ +

1

2
W,γW,δ

)
+Ba

αβγT
a
γ

+ B̃αβγδ
[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃a

αβγ Ṫ
a
γ

Na
α = B

a
αγδ

(
Uγ,δ +

1

2
W,γW,δ

)
+Bab

αγT
b
γ + B̃

a
αγδ

[
U̇γ,δ +

1

2
(Ẇ,γW,δ +W,γẆ,δ)

]
+ B̃ab

αγṪ
b
γ

QAα = 0 RAB = 0

(4.9)
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— equilibrium equations

Mαβ,αβ − (NαβW,α),β + (m+ m̂)Ẅ − ϑẄ,αα +KW + CẆ = P

MA = 0 −Nαβ,β +mÜα = 0 Na
α = 0

(4.10)

with all coefficients constant.
It is necessary to observe that equations (4.9) and (4.10) and micro-macro decompositions

(3.8) constitute the nonlinear asymptotic model of thin visco-elastic periodic plates resting on
a foundation with damping for plates with the symmetry plane z = 0.

5. Final remarks

A new nonlinear non-asymptotic model for dynamic problems of thin visco-elastic periodic plates
resting on a foundation with damping is proposed in this note. This model is based on the
assumptions of von Kármán nonlinear thin plate theory. In order to derive the model governing
equations, the tolerance modelling is applied.
Summarizing, it can be concluded that:
• The proposed approach replaces governing equations of plates having highly oscillating,
periodic, non-continuous functional coefficients by the model equations with constant co-
efficients, which can be solved using suitable well-known methods. Thus, the nonlinear
tolerance model can be a useful tool in investigations of various dynamic phenomena of
the considered plate structures.

• In contrast to the original formulations, the new proposed nonlinear tolerance model in-
troduces some averaged, effective properties of the plate structure.

• Dynamic behaviour of the plates under consideration is described in this model by some
new unknowns as averaged deflections (macrodeflections) and averaged in-plane displa-
cements (in-plane macrodisplacements) and amplitudes of their disturbances due to in-
homogeneity of the structure. These new kinematic unknowns have to be slowly-varying
functions in x, which constitutes conditions of physical reliability of the solutions.

• The very important feature of the proposed nonlinear tolerance model is that its governing
equations involve terms with the microstructure parameter. Hence, this tolerance model
makes it possible to investigate the effect of the microstructure size on the overall dynamic
behaviour of thin visco-elastic periodic plates resting on a foundation with damping in
the framework of von Kármán nonlinear thin plate theory. Using this model, some pheno-
mena in dynamic problems caused by the internal periodic structure of the plates under
consideration can be investigated.

• It can be observed that the transition from the governing equations of geometrically non-
linear tolerance models to the equations of the linear tolerance models may take place
on two levels – micro, when the effect of nonlinear terms with fluctuation amplitudes is
omitted, and micro-macro, when all nonlinear terms are neglected.

• It should be noted that the proposed model is a kind of generalization in relation to
the known tolerance models shown by Domagalski and Jędrysiak (2012, 2015), where
some bending nonlinear problems of thin periodic plates were described. Domagalski and
Jędrysiak (2014) analysed nonlinear vibrations of slender periodic beams resting on a
foundation with damping, wherreas Marczak and Jędrysiak (2014) investigated damped
vibrations of plate strips with periodically distributed concentrated masses.

Various applications of the proposed tolerance and asymptotic models to dynamics of thin
visco-elastic periodic plates with moderately large deflections resting on a foundation with dam-
ping will be analysed in the forthcoming papers.
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Large horizontal relative displacements are naturally caused by seismic excitation, which
is able to provide collisions between two adjacent buildings due to insufficient separation
distance and severe damages due to impacts, especially in tall buildings. In this paper,
the impact is numerically simulated and two needed parameters are calculated, including
the impact force and energy absorption. In order to calculate the mentioned parameters,
mathematical study is carried out to model an unreal link element, which is logically assumed
to be a spring and dashpot to determine the lateral displacement and damping ratio of the
impact. For the determination of the dynamic response of the impact, a new equation of
motion is theoretically suggested to the evaluate impact force and energy dissipation. In
order to confirm the rendered equation, a series of parametric studies are performed and the
accuracy of the formulas is confirmed.

Keywords: pounding, impact, dissipated rnergy, coefficient of restitution

1. Introduction

During earthquake, buildings commonly collide with each other due to different dynamic cha-
racteristics of adjacent buildings, insufficient gap between them and vibrate out of phase. This
phenomenon is called “building pounding”. The pounding is experimentally shown by an instan-
ce of rapid strong pulsation, which causes severe damage and is repeated by decreasing stiffness
of the building after each collision. Consequently, as it is obviously seen, there are many tall
buildings constructed with a small gap size. The effectiveness of pounding must be considered to
avoid collisions or decline impact forces when adjacent buildings are designed and built. Impor-
tance of the mentioned subject has been understood by some researchers, who tried to report
their studies about pounding. Anagnostopolos (1995, 1996, 2004) was among the first researchers
who explained possible dangers due to building pounding. He presented an equation of motion
to calculate the impact damping ratio. Kasai and Maison (1997) presented a formulation and
simulated multiple-degree-of-freedom equations of motion for floor-to-floor pounding between
two 15-storey and 8-storey buildings. The influence of building separation, relative mass, and
contact location properties were assessed by them. Jankowski (2008) carried out the most stu-
dies about pounding in two different terms, which were experimental and numerical analyses.
Jankowski (2009, 2010, 2012) suggested efficient methods to calculate the impact ratio by ju-
stifying different equations and also substantially implemented different experimental tests to
predict impact velocity by focusing on dropping balls onto a rigid surface. Muthukumar and
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DesRoches (2006) introduced an equation of motion to generate an impact and determine the
damping coefficient. Ye et al. (2009) and Yu and Gonzalez (2008) theoretically explained two
equations of motions in order to determine the impact damping ratio by focusing on stiffness of
the spring and also impact velocity. They coordinated a stereo-mechanical model with energy
loss during the impact. Komodromos et al. (2007) expressed an equation of motion to create an
impact between two bodies, which could estimate the impact damping ratio. The base isolation
systems have recently been described by Komodromos and Polycarpou (2011, 2012) and the
pounding was numerically investigated. Barros and Khatami (2012a) parametrically evaluated
different damping equations to show the optimum formula to calculate the impact force. They
also examined a new model of impact to coordinate the results among numerical and experimen-
tal studies (Barros and Khatami, 2013). Furthermore, the effectiveness of concrete shear wall
was considered to reduce collision between adjacent buildings by Barros and Khatami (2012b).
Naderpour et al. (2013) investigated results of all represented formulas and compared them in
terms of dissipated energy. They also suggested an approximate trend to select the coefficient of
restitution, which became equal with the impact velocity (Barros et al., 2013). Subsequently, a
new equation of motion has been suggested to simulate the impact and figure damping terms out
of collision (Naderpour et al., 2014). Nevertheless, it seems that there is lack of calculating the
impact force and energy dissipation, which could be satisfied by selecting different coefficients
of restitutions and various situations. It leads to introdution different equations with different
results, and it can not be accepted. So, there is a need to use an equation which could be a re-
sponse to all questions about the pounding. In this paper, a new mathematical program, called
CRVK, submitted by Naderpour et al. (2014) at the FEUP, is specifically developed to model
the impact between two bodies. Subsequently, an equation of motion is numerically suggested
and the accuracy of the formula is confirmed by comparison between the dissipated energy and
the energy loss.

2. Past equations to calculate the impact damping ratio

The contact element is an unreal element to model the impact between two bodies, which
commonly includes a spring and dashpot and is called “Hertz contact element”. It is widely used
to calculate the impact force and energy absorption. The impact is parametrically modeled when
the relative displacement exceeds the separation distance and the contact element is activated
to simulate collision between two bodies and to calculate the impact force. For this challenge,
an equation of motion is numerically considered to simulate the impact, which becomes

Fimp(t) = ksδ
n(t) + cdδ̇(t) (2.1)

where ks is stiffness of the spring, cd denotes the damping ratio of the dashpot, δ and δ̇ describe
the lateral displacement and velocity, respectively. The power of n is recommended to be 1 or 1.5,
which depends significantly on the model.

In this equation, the damping ratio has been related by different equations which are in-
dividually investigated. In order to introduce the equations, the coefficient of restitution (CR)
is used, which is defined as the ratio of relative velocities before and after the impact, and is
written as

0 < CR =
δ̇before

δ̇after
< 1 (2.2)
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The first equation of motion was suggested by Anagnostopolos (2004) to calculate the dam-
ping ratio and solve equation (2.1) when the power of n is 1

cimp = 2ζ

√
ks

mimj

mi +mj
ζ = − ln(CR)√

π2 + [ln(CR)]2
(2.3)

where mi, mj are the colliding masses and ζ is the damping ratio. Here, the dashpot is still
activated when two bodies are separated and the system shows a negative impact, which is not
clearly justified.
Jankowski et al. (2009) introduced an equation to calculate the damping coefficient, which

can be focused on the coefficient of restitution and solved it when n = 1.5. He found that for
the impact between two bodies, the negative force and dissipated energy have to disappear as it
was pointed out. It was not inherently confirmed by physical explanation. Therefore, the impact
force in the contact element may be expressed based on the given formula

cimp = 2ζ

√
β
√
δ(t)

mimj

mi +mj
ζ =
9
√
5

2

1− CR2
CR[CR(9π − 16) + 16] (2.4)

where β is the impact stiffness parameter depending on material properties of the colliding
bodies.
Barros et al. (2013) simulated an impact and justified an equation to determine the impact

damping ratio based on the coefficient of restitution. The equation yields better behavior in
terms of the impact against equation (2.3)2 and (2.4)2, when the accuracy of the mentioned
equation is compared with each other

ζ =

(
1− CR2

CR
[√
π
(
1
2CR+

1
π

)
−CR

]
)2

(2.5)

An improved equation of motion to find the damping ratio was considered by Muthukumar and
DisRocher (2006). They believed that the damping ratio of the dashpot was not dependent on
the contact element and the behavior of spring had an important effect on the coefficient of
damping ratio. They presented a new equation, which depended on three parameters, including
the coefficient of restitution, stiffness of the spring and impact velocity. They demonstrated that
energy loss during the impact had to be equal by energy absorption during an impact. It is
worth to mention that the power of n was suggested to be 1.5

cimp = ζδ
n ζ =

3ks(1− CR2)
4δ̇imp

(2.6)

Ye et al. (2009) claimed that equation (2.6)2 was incorrect to calculate the damping ratio for
simulation of pounding in order to evaluate the impact between two buildings. Despite the
mentioned point, three parameters used in equation (2.6)2, the coefficient of restitution (CR),
stiffness of the spring and impact velocity were listed to present the impact damping ratio by
Ye et al. (2009). They numerically indicated that energy loss during the impact should be equal
to kinetic energy by the dashpot and is expressed as follows

ζ =
8ks(1− CR)
5CRδ̇imp

(2.7)

In order to obtain equation (2.7), Ye et al. (2009) tried to use an approximate relation between
lateral displacement and velocity to solve the relation and to confirm the suggested equation,
an integration around a hysteresis loop was used.
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Naderpour et al. (2013) proposed another equation to show the impact between two bodies
focusing on impact velocity, stiffness of the spring and the coefficient of restitution

ζ =
2kh

5CR2δ̇imp

√
1−CR
1 +CR

(2.8)

Equation (2.8) completes equation (2.5) in calculating the impact force and energy dissipation.

Fig. 1. Impact force versus lateral displacement based on: (a) Eq. (2.3)2, (b) Eq. (2.4)2, (c) Eq. (2.5),
(d) Eq. (2.6)2, (e) Eq. (2.7) and (f) Eq. (2.8)

3. The proposed impact damping model

As it has been noted, an efficient method by consideration a new equation in terms of the
damping ratio is specially needed to illustrate an impact and solve the damping ratio based on
all effectively used parameters in the impact such as lateral displacement, velocity, acceleration,
stiffness of the spring, impact velocity and the coefficient of restitution. In order to define the
impact damping ratio, which can be obtained from results of simulations and confirmed by
numerical analyses, the impact between two bodies is equivalently modeled and a cyclic process
for simulation of the structural pounding is numerically considered. In the current study, the
impact is mathematically divided into three parts, during the impact, after the impact and when
two bodies are completely separated from each other. In the first part, all elements are activated
and energy can be absorbed by using the dashpot. In the second part, the dashpot is displayed
and energy is not dissipated and, finally, any impact and energy are not shown as the bodies
have been separated. For simulation of the impact and to remedy the equation of contact, using
CRVK program (Naderpour et al., 2014), the spring and dashpot are activated when the impact
takes place and, subsequently, the dashpot is automatically eliminated when the two bodies are
detached. The three mentioned parts of the impact can be numerically expressed as below

Fimp =





ksδ
n(t) + cimpδ̇(t) for δ(t) > 0 and δ̇(t) > 0

ksδ
n(t) for δ(t) > 0 and δ̇(t) < 0

0 for δ(t) < 0

(3.1)

where n = 1.5.
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In order to determine the impact force and energy dissipation, the impact between two
bodies is simulated and the hysteresis loop is depicted. It is assumed that the dissipated energy
is approximately expressed by the enclosed area of the hysteresis curve due to the impact. On the
other hand, the kinetic energy loss due to the impact was demonstrated by Goldsmith (1960),
which was seen as

E =
1

2

mimj

mi +mj
(1− CR2)δ̇2imp (3.2)

It is obviously confirmed that the dissipated energy during the impact has to be equal to the
kinetic energy calculated by equation (3.2). Undoubtedly, if both energies becomes equal to each
other, it shows the accuracy of the impact damping ratio.
As it has been described in the previous part of this paper, many researchers proposed diffe-

rent equations of motion to simulate collision between two bodies and calculate the impact force
during earthquake records. As it was shown, all the equations describe the damping coefficient
based on some parameters such as CR. It is obviously seen that each equation gives specific
results by selecting CR and the results are modified by using another CR. Consequently, it
cannot be accepted and the results can not be also confirmed.
In order to provide a new equation in terms of the damping ratio, an unknown parameter is

considered to be cimp, which depends on some parameters as

cimp ∼= {ks,m,CR, δ̇imp, δ, δ̇, δ̈} (3.3)

To meet this challenge, an unreal link element is considered to be at the level of bodies, which
includes a spring and a dashpot to calculate lateral displacement and energy absorption, respec-
tively.
The damping coefficient is defined by the following expression

cimp = ζimpksδ
n(t) (3.4)

where ks is stiffness of the spring and δ(t) denotes lateral displacement (n = 1.5). The impact
damping ratio is given by different terms, and becomes

ζimp = wCR
1− CR

δ̈(t)δ̇(t)δ(t)
CRimp (3.5)

In order to solve equation (3.5), the terms need to be presented based on the mentioned para-
meters, seen in cimp. So it is estimated to be

CRimp(i) = ρ(i)CR
η (3.6)

In equation (3.5), wCR depends on the impact velocity, which is determined as below

wCR(i) = α(i)δ̇
β
imp (3.7)

In order to start the simulation of the impact and solve the program to get the impact damping
ratio, a value of mass is given and CRVK program calculates lateral displacement, velocity and
acceleration of the spring streched between two bodies. Stiffness of the spring is determined and
a CR is also selected. The program solves the equations and calculates energy dissipation, which
is equal to the area of the hysteresis loop of each impact and compares it with the kinetic energy
calculated by equation (3.2). Both energies should be equal if all factors has been correctly
selected.
This process is numerically repeated for all considered coefficients of restitution for solving

the equations, and the results are frequently compared to confirm equation (3.5).
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Firstly, let us know the value of equal masses that is calculated by equation (3.8). Having
used the mass, stiffness of the spring is estimated by the given figure

m =
mimj

mi +mj
(3.8)

Fig. 2. Stiffness of the spring based on equal masses

Now, the coefficient of restitution (CR) is randomly selected (0 < CR < 1). In particular,
for CR = 0 and 1, we have full energy for a perfectly plastic impact and no energy to show
an elastic impact, respectively. After selecting CR and having impact velocity, the coefficient
of wCR is calculated based on the selected CR.

Fig. 3. (a) Coefficient wCR based on impact velocity, (b) coefficient CRimp based on the coefficient of
restitution

Now, after selecting CR and getting wCR, by making use of Fig. 3, CRimp is determined.
Based on the energy equilibrium before and after an impact and the energy loss mentioned

in equation (3.2) and using all parameters and all CRs, a cyclic process is provided to calculate
the kinetic energy loss and available energy. By comparing these energies with each other, one
gets an approximate damping term. In order to show a better image from the mentioned cyclic
process of calculation of the impact damping ratio, a chart is rendered to determine the impact
damping ratio based on all used parameters.
The chart is divided into two different parts. In the first step, it is assumed that the damping

coefficient depends on the acceleration, velocity, lateral displacement and also the coefficient of
restitution. For this challenge, a value of CR is selected and CRimp is estimated. The hyste-
resis loop is depicted and also energy absorption Ah is calculated. Kinetic energy and energy
absorption are compared with each other, if both become equal, then CRimp has been correctly
selected and the system selects a new CR and CRimp automatically.
Finally, the impact damping ratio is also described as

ζimp = 0.0159δ̇
2
imp

1−CR
δ̈(t)δ̇(t)δ(t)

CR0.2805 (3.9)
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Fig. 4. The iterative procedure to determine the damping coefficient

For example, two SDOF systems are considered which are separated by a 0.2 mm gap from each
other. The assumed lateral displacement by the impact velocity equal to 10m/s is defined, and
equal mass of 100 kg and CR = 0.4 are taken into account, respectively. So we have: m = 100 kg,
k = 6000 kN/

√
mm, δ̇imp = 10m/s, CR = 0.4, CRimp = 1.1903, wCR = 2.5269.

Fig. 5. Impact force versus time and lateral displacement

As it has been shown, the maximum impact force is approximately 12000 kN, and the dissipa-
ted energy, which has already been assumed to be the area of the hysteresis loop is 4189 kN·mm.
On the other hand, the kinetic energy is calculated to be 4200 kN·mm based on the Goldsmith
rule (Eq. (3.5)). It is obviously achieved that both energies are close to each other and the
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calculated CR is 0.3527, which shows an error about 0.007%, which is negligible. Based on this
process, all CRs are selected and compared as depicted in Fig. 6.

Fig. 6. Accuracy of the proposed damping ratio by numerical analysis

In order to investigate the accuracy of equation (3.9), an experimental test has been carried
out to compare the results of experiment and numerical analysis.

Katija et al. (2006) carried out an impact test between two steel frames, each frame of
300 kg with a 40 · 40 cm beam separated by a 10 cm gap. The collision test was implemented
using a horizontal hydraulic high-speed loading machine. This machine had a loading capacity
of 1000 kN and a maximum loading speed of 3.0m/s. The collision test was carried out in a line
on a guide rail with length of 3000mm. Two static and hysteresis tests were calibrated by using
CRVK program when the impact velocity was 0.68m/s for the second evaluation.
Both tests are considered and numerically examined to investigate the impact between two

the bodies. Equation (3.9) is used and the proposed impact model is also defined to calibrate
and compare the results of experimental and numerical analyses.

Fig. 7. Accuracy of the proposed damping ratio by calibrating the numerical and experimental analyses

The accuracy of the mentioned equation is confirmed as the trend of both tests is similar,
and the maximum impact forces are 29.85 and 28.32 kN, which shows an error about 5%, which
is negligible.

4. Numerical study

A parametric study is considered in order to describe the proposed impact damping model. The
impact between two bodies is numerically simulated to measure the impact force and dissipated
energy during seismic excitation. For this challenge, CRVK program is basically used and deve-
loped to perform dynamic analyses under Parkfield (1966), San Fernando (1971), Kobe (1995)
and El Centro (1940) earthquake records. These records have different content of excitation
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frequencies, different random magnitude of accelerations in time and different earthquake du-
rations. Besides, their place of occurrence and geological conditions are distinct. All mentioned
records are directly normalized to investigate the effect of earthquake properties when bodies
collide with each other.

Effect of gap size

In order to investigate the effect of separation distance, the gap size is varied from 0 to
20 cm. The link element between the bodies is automatically activated when the gap size exceeds
from the considered separation distance between them. Figure 8 depicts the effect of separation
distance on the response in terms of the impact force during the four earthquake records. In
particular, the curves follow an irregular decrease in the gap size 0 to 20 cm and the impact
forces are suddenly reduced in San Fernando and Parkfield records and are slightly declining
in the two other records. Therefore, an increase in the separation distance shows an effective
decline in the impact force due to collision between the two bodies.

Fig. 8. Impact forces with the increasing (a) gap size, (b) impact velocity and (c) coefficient of
restitution

Effect of coefficient of restitution

As the coefficient of restitution has a great effect on calculation of the impact damping ratio,
different values of CR are considered to compare the impact forces during earthquakes. Figure 8
shows that the peak impact forces slowly decrease when the coefficient of restitution increases.
A similar trend of impact force responses based on the coefficient of restitution is observed as
the effect of CR is numerically seen to be linear in the proposed impact damping model. For
instance, San Fernando record shows an impact force about 21 · 109 kN and 6.7 · 109 kN for
CR = 0.1 and 0.9, respectively.

Effect of impact velocity

As it is shown in equations (3.5) and (3.6), the impact damping ratio directly depends on
the impact velocity. Figure 8 shows a calm increase with growth of the impact velocity, which
seems to be predictable. In order to get the responses of impacts and compare the results of
maximum impact forces, different values of the impact velocity are considered from the interval
0 to 20m/s, and the impact is simulated by different velocities. For example, the impact forces
are 7.2 · 1010, 3.13 · 1010, 0.41 · 1010 and 0.019 · 1010 kN for 15m/s of the impact velocity in the
Parkfield, San Fernando, El Centro and Kobe, respectively.
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5. Conclusion

When two buildings are built close to each other, it is very important to consider pounding
phenomena between them due to earthquake. Researchers have introduced an unreal element to
calculate the impact force and the dissipated energy during seismic excitation by making use
of the spring and the dashpot. Different equations of motion are presented to determine the
damping ratio and an estimated value of the impact between the two colliding bodies. Here,
a new equation based on all effectiveness parameters has been suggested, and the accuracy
of the formula has been numerically evaluated. The effect of stiffness of the spring, impact
velocity, coefficient of restitution and also separation distance have been investigated in detail.
A parametric analysis has been carried out to show the results of the impact force and dissipated
energy which have been then compared with the kinetic energy to confirm the created formula.
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1. Introduction

Mechanical oscillatory systems (e.g., a pendulum system which is a basic subsystem of any
robot) are of special interest for research and applications as examples of simple systems that
may exhibit complex nonlinear behavior. That is why mechanical pendulum-like models of robot
arms and mechanical manipulators have recently drawn attention of researchers (Mogo and Wo-
afo, 2007). An interesting example of a driven pendulum device coupled with an electric circuit
through a magnetic field. This enters the class of nonlinear electromechanical devices with a
pendulum arm. It has been found that the device displays different nonlinear behavior, inclu-
ding chaos (Mogo and Woafo, 2007). SDRE control and sensibility analysis of a chaotic double
pendulum arm excited by a RLC circuit based nonlinear shaker was presented by Tusset et al.
(2014, 2015). A non-ideal electromechanical damping vibration absorber, the Sommerfeld effect
and energy transfer were studied by Felix and Balthazar (2009). The energy pumping, synchro-
nization and beat phenomenon in a non-ideal structure coupled with an essentially nonlinear
oscillator were discussed by Felix et al. (2009).

This paper deals with a thin rod mounted to a plate to which electrical windings are ap-
plied. Connected to an electric circuit (Tusset et al., 2014, 2015), its oscillations are due to the
electromagnetic force resulting from two identical and repulsive permanent magnets (Mogo and
Woafo, 2007) as well as a Nonlinear Energy Sink. NES has recently drawn attention of many
researchers. The NES method represents a new and unique application of strong nonlinearity.
The nonlinear energy sink is a local, simple, lightweight subsystem capable of completely alte-
ring the global behavior of the primary system to which it is attached (Vakakis et al., 2008).
Elimination of chaotic behavior in a non-ideal portal frame structural system using both passive
and active controls were described by Tusset et al. (2013). Steady-state dynamics of a linear
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structure weakly coupled to an essentially nonlinear oscillator was studied by Malatkar and
Nayfeh (2007).
Steady state passive nonlinear energy pumping in coupled oscillators was studied by Jiang

et al. (2003). Introduction of passive nonlinear energy sinks to linear systems was discussed by
Vakakis (2001). Energy pumping in nonlinear mechanical oscillators for resonance capture was
examined by Vakakis and Gendelman (2001). The energy transfer between linear and non-linear
oscillators was investigated by Dantas and Balthazar (2008).

Fig. 1. Idealization of a NES applied to a pendulum arm, ur and uθ are the polar unit vectors

In this work, a NES device is applied to the free end of the pendulum (Fig. 1). This set-up
is a system with three degrees of freedom: (i) charge q of the nonlinear condenser, (ii) angular
displacement θ of the pendulum, (iii) displacement ζ of the Mnes.

2. Equations of motion

2.1. Equation of the electric drive

The electric oscillator used to drive the pendulum is an RLC series circuit with a sinusoidal
excitation e(t) = v0 cosΩt (v0 and Ω being, respectively, the amplitude and frequency, and
t time). Denoting the forced mesh current i in the RLC circuit, as shown in Fig. 1, applying
Kirchhoff’s rules, and taking into account the contribution of Lenz’s electromotive voltage for
N turns by integrating over θ from zero to 2πN (e = −0.5NBσ2l2 dθ/dt) one obtains

L
di

dt
+Ri+ Vc(q)− e = e(t) (2.1)

where Ldi/dt, Ri, VC(q) are the voltages across the selenoid of the inductance L, the resistor R,
and the nonlinear capacitor C, respectively. In this electromechanical model, the electrical non-
linear term is introduced by considering that the voltage of the capacitor is a nonlinear function
of the instantaneous electrical charge q of the following form

Vc(q) =
1

C0
q + a3q

3 (2.2)

where C0 is the linear value of C and a3 is the nonlinear coefficient depending on the type of
the capacitor used. Inserting Eq. (2.2) in Eq. (2.1), the electric part of the model is described
by the following nonlinear differential equation

d2q

dt2
+
R

L

dq

dt
+ ω2eq +

a3
L
q3 +

NBσ2l2

2L

dθ

dt
=
v0
L
cos(Ωt) (2.3)

where ω2e = 1/(LC0) is the resonance frequency of the electric oscillator.
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2.2. Equation of the pendulum arm and the Nonlinear Energy Sink

In Fig. 1, the forces acting on the pendulum are represented. The mechanism consists of a
uniform thin rod OA of mass m and length l, having a plate to which N conducting electric
windings of length σl each are applied, with σ = 1/2. The pendulum is hinged at O about a
horizontal axis, with only the portion σl of the rod in the magnetic field. The total mass of the
conducting wire and the plate bathing in the magnetic field have been neglected compared to
the pendulum mass. The moment of inertia of the output is then reduced to

IO =
1

3
ml2 +Mnesl

2 (2.4)

where m, Mnes are mass of the pendulum and NES, respectively. When the current i flows
through the conducting wire in the magnetic field, there appear, according to the directions of
the current (upward or downward), two identical Laplace forces (direction and intensity) whose
resultant f sets the pendulum into motion in a viscous medium with the frictional coefficient β.
According to the equation for kinetic moment, the moment of inertia IO times the angular
acceleration equals the sum of torques due to forces applied to the pendulum. The Laplace force
f = NBσl dq/dt is applied to the center of the plate gravity and friction forces. NES spring and
friction forces are applied to the free end of the pendulum.

Thus, the pendulum motion is described by

IO
d2θ

dt2
=
NBσ2l2

2

dq

dt
− mgl

2
sin θ − βl2

4

dθ

dt
− Cnesl

(
l
dθ

dt
− dζ

dt

)
−Knesl(lθ − ζ)n (2.5)

where n = 1 and n = 3. It can be divided by the moment of inertia to obtain this equation in
the standard form

d2θ

dt2
=

NBσ2l2

2
(
m
3 +Mnes

)
l2

dq

dt
− mgl

2
(
m
3 +Mnes

)
l2
sin θ − βl2

4
(
m
3 +Mnes

)
l2

dθ

dt

− Cnesl(
m
3 +Mnes

)
l2

(
l
dθ

dt
− dζ

dt

)
− Knesl(

m
3 +Mnes

)
l2
(lθ − ζ)n

d2θ

dt2
+ ω2m sin θ +

β

4
(
m
3 +Mnes

) dθ
dt
− NBσ2

2
(
m
3 +Mnes

) dq
dt
+

Cnes(
m
3 +Mnes

)
l

(
l
dθ

dt
− dζ

dt

)

+
Knes(

m
3 +Mnes

)
l
(lθ − ζ)n = 0

(2.6)

where ω2m = mg/[2(
m
3 +Mnes)l] is the resonance frequency of the pendulum, Cnes is the damping

coefficients of the NES, Knes is the spring coefficient of the NES.

According to Newton’s second law, the NES motion is described by

Mnes
d2ζ

dt2
= −Cnes

(dζ
dt
− l dθ

dt

)
−Knes(ζ − lθ)n (2.7)

It can be divided by mass of the NES to obtain this equation in the standard form

d2ζ

dt2
+
Cnes
Mnes

(dζ
dt
− l dθ

dt

)
+
Knes

Mnes
(ζ − lθ)n = 0 (2.8)
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2.3. Nondimensional equations and values of the parameter

Using the transformation

x =
q

Q0
y =

θ

θ0
z =

ζ

lθ0
τ = ωet

dq

dt
= Q0ωe

dx

dτ

dθ

dt
= θ0ωe

dy

dτ

dζ

dt
= lθ0ωe

dz

dτ

d2q

dt2
= Q0ω

2
e

d2x

dτ2
d2θ

dt2
= θ0ω

2
e

d2y

dτ2
d2ζ

dt2
= lθ0ω

2
e

d2z

dτ2

(2.9)

where x, y, τ are dimensionless variables, Q0 is the reference charge of the condenser, and θ0 is
the reference pendulum angular displacement. The equations of motion of the complete system
can be written as follows

d2x

dτ2
+

R

Lωe

dx

dτ
+ x+

a3Q
2
0

Lω2e
x3 +

NBσ2l2θ0
2LQ0ωe

dy

dτ
=

v0
Q0ω2eL

cos
(Ω
ωe
τ
)

d2y

dτ2
=

NBσ2

2
(
m
3 +Mnes

)
ωeθ0

Q0
dx

dτ
− mg

2
(
m
3 +Mnes

)
θ0ω2e l

sin(θ0y)−
β

4
(
m
3 +Mnes

)
ωe

dy

dτ

− Cnes(
m
3 +Mnes

)
ωe

(dy
dτ
− dz

dτ

)
− Knes(lθ0)

n−1

(
m
3 +Mnes

)
ω2e

(y − z)n

d2z

dτ2
+

Cnes
Mnesωe

(dz
dτ
− dy

dτ

)
+
Knes(lθ0)

n−1

Mnesω2e
(z − y)n = 0

(2.10)

and

x′′ + µ1x
′ + x+ αx3 + γ1y

′ = E cos(ωτ)

y′′ + µ2y
′ + ω22 sin(θ

′
0y)− γ2x′ + c2nes(y′ − z′) + k2nes(y − z)n = 0

z′′ + c1nes(z
′ − y′) + k1nes(z − y)n = 0

(2.11)

where the prime denotes a derivative with respect to τ and

µ1 =
R

Lωe
α =

a3Q
2
0

Lω2e
E =

v0
LQ0ω2e

ω =
Ω

ωe
γ1 =

NBσ2l2θ0
2LQ0ωe

µ2 =
β

4
(
m
3 +mnes

)
ωe

ω22 =
ω2m
ω2eθ0

γ2 =
NBσ2Q0

2
(
m
3 +mnes

)
ωeθ0

c1nes =
Cnes
mnesωe

c2nes =
Cnes(

m
3 +Mnes

)
ωe

k1nes =
Knes(lθ0)

n−1

Mnesω2e
k2nes =

Knes(lθ0)n−1(
m
3
+Mnes

)
ω2e

The physical parameters used are the following: C0 = 0.11 F, a3 = 158VC
−3, Q0 = 0.24 C,

R = 0.97 Ω, L = 1.15 H, B = 0.02 T, N = 685, θ0 = π rad, l = 0.465 m, g = 9.81 m/s2,
m = 1 kg, Mnes = 0.1 kg, β = 0.49 Ns/m, Ω = 5.6 rad/s, σ = 0.5, Knes = 1.5 N/m,
Cnes = 0.3 Ns/m.

This gives the following values for non-dimensional constants: ω = 2, ω2 = 1, µ1 = 0.30,
µ2 = 0.1, α = 1, γ1 = 1.5, γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8.
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2.4. Bifurcation structures and basin of chaoticity

The aim of this subsection is to find how chaos arises in our electromechanical model as the
parameters of the system evolve. For this purpose, we numerically solve equations of motion
(2.11) and plot the resulting bifurcation diagrams, Lyapunov exponents, phase planes and Po-
incare maps as E, ω, ω2, α, µ1, µ2, γ1, γ2, c1nes, c2nes, k1nes, k2nes varies. Figures 2 and 3 show
the non-dimensional amplitude diagram for the pendulum arm as the other non-dimensional

Fig. 2. Amplitude of the pendulum arm versus (a) excitation amplitude E, (b) excitation frequency ω;
bleu lines n = 1, black lines n = 3, grey lines without NES

Fig. 3. Amplitude of the pendulum arm versus (a) function of α, (b) function of ω2, (c) function of µ1,
(d) function of µ2, (e) function of γ1, (f) function of γ2; bleu lines n = 1, black lines n = 3,

grey lines without NES
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parameters (E, ω, ω2, α, µ1, µ2, γ1, γ2) vary. The dark grey lines are shown for n = 1, the black
lines for n = 3 and the grey ones for without NES. The investigation of these figures shows that
the pendulum arm with NES and n = 3 diminishes the chaotic effect and amplitude.

Figure 4 shows the non-dimensional amplitude diagram for the pandulum arm as the other
non-dimensional parameters (c1nes, c2nes, k1nes, k2nes) vary. The dark grey lines are for n = 1, the
black lines for n = 3. It is clear that for n = 3 the chaotic effect and amplitude are diminished.

Fig. 4. Amplitude of the pendulum arm versus (a) function of c1nes, (b) function of c2nes,
(c) function of k1nes, (d) function of k2nes; dark grey lines n = 1, black lines n = 3

Table 1 shows the stability condition as a function of E, ω, ω2, α, γ2, k1nes, k2nes, c1nes, c2nes.
It has been constructed with Figs. 5-8 and Figs. 10-14. According to this Table, the pendulum
arm with NES and n = 3 diminishes the chaotic effect and amplitude. Figure 9 shows that only
for µ1 < 0.01 the system exhibits chaotic effect without NES.

Fig. 5. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of E in the
y direction, (a) NES, n = 1, (b) NES n = 3, (c) without NES. The other parameters are E = 30, ω = 2,

µ1 = 0.3, µ2 = 0.1, θ0 = π, γ1 = 1.5, γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8;
dark grey line – bifurcation diagram, grey line – Lyapunov exponent
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Fig. 6. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of ω in the
y direction, (a) NES, n = 1, (b) NES n = 3, (c) without NES. The other parameters are E = 30,
ω2 = 1, µ1 = 0.3, µ2 = 0.1, θ0 = π, γ1 = 1.5, γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8;

dark grey line – bifurcation diagram, grey line – Lyapunov exponent

Fig. 7. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of ω2 in the
y direction, (a) NES, n = 1, (b) NES n = 3, (c) without NES. The other parameters are E = 30, ω = 2,

µ1 = 0.3, µ2 = 0.1, θ0 = π, γ1 = 1.5, γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8;
dark grey line – bifurcation diagram, grey line – Lyapunov exponent

Fig. 8. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of α in the
y direction, (a) NES, n = 1, (b) NES n = 3, (c) without NES. The other parameters are E = 30, ω = 2,

µ1 = 0.3, µ2 = 0.1, θ0 = π, γ1 = 1.5, γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8;
dark grey line – bifurcation diagram, grey line – Lyapunov exponent
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Fig. 9. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of µ1 in the
y direction, (a) NES, n = 1, (b) NES n = 3, (c) without NES. The other parameters are E = 30, ω = 2,

α = 1, µ2 = 0.1, θ0 = π, γ1 = 1.5, γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8;
dark grey line – bifurcation diagram, grey line – Lyapunov exponent

Fig. 10. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of γ2 in the
y direction, (a) NES, n = 1, (b) NES n = 3, (c) without NES. The other parameters are E = 30, ω = 2,

µ1 = 0.3, µ2 = 0.1, θ0 = π, α = 1, γ1 = 1.5, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8;
dark grey line – bifurcation diagram, grey line – Lyapunov exponent

Fig. 11. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of k1nes with
NES, (a) n = 1, (b) n = 3. The other parameters are E = 30, ω = 2, µ1 = 0.3, µ2 = 0.1, θ0 = π, α = 1,

γ2 = 0.1, c1nes = 1, c2nes = 5, k2nes = 8; dark grey line – bifurcation diagram,
grey line – Lyapunov exponent
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Fig. 12. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of k2nes with
NES, (a) n = 1, (b) n = 3. . The other parameters are E = 30, ω = 2, µ1 = 0.3, µ2 = 0.1, θ0 = π, α = 1,

γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2; dark grey line – bifurcation diagram,
grey line – Lyapunov exponent

Fig. 13. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of c1nes with
NES, (a) n = 1, (b) n = 3. The other parameters are E = 30, ω = 2, µ1 = 0.3, µ2 = 0.1, θ0 = π, α = 1,

γ2 = 0.1, c1nes = 1, c2nes = 5, k1nes = 2, k2nes = 8; dark grey line – bifurcation diagram,
grey line – Lyapunov exponent

Fig. 14. Bifurcation diagrams and Lyapunov exponents of the pendulum arm as functions of c2nes with
NES, (a) n = 1, (b) n = 3. The other parameters are E = 30, ω = 2, µ1 = 0.3, µ2 = 0.1, θ0 = π, α = 1,

γ2 = 0.1, c1nes = 1, k1nes = 2, k2nes = 8; dark grey line – bifurcation diagram,
grey line – Lyapunov exponent
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Table 1. Stability conditions as a function of E, ω, ω2, α, γ2, k1nes, k2nes, c1nes, c2nes

Periodic Quasi periodic Chaotic

Fig. 5a, n = 1, E < 45, 45 < E < 57, 57 < E < 73,
various E E > 93 73 < E < 87 87 < E < 93

Fig. 5b, n = 3, E < 20, 20 < E < 28, 58 < E < 72,
various E 93 < E, 45 < E < 58, 86 < E < 93

28 < E < 45 72 < E < 86

Fig. 5c, without 5 < E < 20, E = 32, E < 5,
NES, various E E > 95 48 < E < 60 60 < E < 73,

85 < E < 95

Fig. 6a, n = 1, ω < 0.7, 1.5 < ω < 1.8, 0.7 < ω < 0.8,
various ω ω > 2.3 2.1 < ω < 2.3 1.3 < ω < 1.45

Fig. 6b, n = 3, ω < 1.45, 1.5 < ω < 1.7 1.45 < ω < 1.5,
various ω ω > 2.3 ω = 1.7

Fig. 6c, without ω < 0.4, 0.5 < ω < 0.6, 1.2 < ω < 1.5,
NES, various ω ω > 2.3 0.8 < ω < 0.9 1.6 < ω < 1.7

Fig. 7a, n = 1, 0 > ω2 < 5
various ω2
Fig. 7b, n = 3, 0 > ω2 < 5
various ω2
Fig. 7c, without ω2 < 1.3, 1.3 < ω2 < 1.6,
NES, various ω2 ω2 > 2.55, 2.5 < ω2 < 2.55

1.6 < ω2 < 2.5

Fig. 8a, n = 1, α < 2.3 2.3 < α < 3.7 α > 3.7
various α

Fig. 8b, n = 3, α < 2.2 2.3 < α < 3.7, 3.7 < α < 4.4,
various α 4.4 < α < 4.6 α > 4.6

Fig. 8c, without 0.2 < α < 0.4, 1.2 < α < 1.4, 0 < α < 0.2,
NES, various α 0.5 < α < 1, 2.2 < α < 3.4 0.4 < α < 0.5,

1.4 < α < 2.2 4.4 < α < 4.6 3.4 < α < 3.6,
3.8 < α < 4.4,
4.6 < α < 5

Fig. 10a, n = 1, 0 < γ2 < 2
various γ2
Fig. 10b, n = 3, 0 < γ2 < 0.8, 0.8 < γ2 < 1.3
various γ2 1.38 < γ2 < 2

Fig. 10c, without 0 < γ2 < 0.15, 1.9 < γ2 < 2.5 0.15 < γ2 < 1.1,
NES, various γ2 1.35 < γ2 < 1.4 1.8 < γ2 < 1.9

Fig. 11a, n = 1, 0 < k1nes < 2.1 3 < k1nes < 3.2, 2.1 < k1nes < 3,
various k1nes 4.8 < k1nes < 5, 3.1 < k1nes < 5,

6.4 < k1nes < 10 5 < k1nes < 6.4

Fig. 11b, n = 3, 6.4 < k1nes < 10 0 < k1nes < 6.4
various k1nes
Fig. 12a, n = 1, 7 < k2nes < 15 0 < k2nes < 7
various k2nes
Fig. 12b, n = 3, 0 < k2nes < 15
various k2nes
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Fig. 13a, n = 1, 0.2 < c1nes < 0.4, 0 < c1nes < 0.2 0.4 < c1nes < 0.7
various c1nes 0.7 < c1nes < 2

Fig. 13b, n = 3, 0 < c1nes < 2
various c1nes
Fig. 14a, n = 1, 0 < c2nes < 2 2 < c2nes < 20
various c2nes
Fig. 14b, n = 3, 0 < c2nes < 2 2 < c2nes < 20
various c2nes

3. Conclusion

We have studied the effect of the NES on a electro-mechanical device with a pendulum.

The system exhibits complex dynamical behavior such as multi-periodic, quasi-periodic and
chaotic responses, and these are strongly dependent on non-dimensional control parameters E, ω
and a nonlinearity coefficient α for RLC circuit, and NES parameters c1nes, c2nes, k1nes, k2nes.
Moreover, the system without NES exhibits a chaotic response depending on γ2. The NES
parameters (c1nes, c2nes, k1nes, k2nes) for n = 1 lead to chaotic responses, but for n = 3, they
induce periodic and quasi-periodic responses. It is shown that the NES is capable of absorbing
energy from the system and decreases the amplitude as well as diminishes the chaotic effect.
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In this paper, adaptive control for a class of uncertain nonlinear systems with input con-
straints is addressed. The main goal is to achieve a self-regulator PID controller whose
coefficients are adjusted by using some adaptive fuzzy rules. The constraints on the control
signal are taken into account as a saturation operator. The stability of the closed-loop sys-
tem is analytically proved by using the Lyapunov stability theorem. The proposed method
is then applied to a surface vessel with uncertain dynamic equations. The simulation results
show the effectiveness of the proposed control strategy.

Keywords: self-regulator, fuzzy PID controller, constraint nonlinear systems, uncertainty,
fuzzy estimation

1. Introduction

Dealing with the control problem of uncertain systems, various algorithms have been developed
ensuring the robust stability and performance (Petersen and Tempo, 2014). Robust adapti-
ve control has been formulated for a class of uncertain nonlinear systems by output feedback
control (Xu and Huang, 2010; Lee, 2011). For nonlinear systems in the strict-feedback form
with unknown static parameters, a robust adaptive control law was designed by Montaseri
and Mohammad (2012), which guarantees the asymptotic output tracking despite matched and
unmatched uncertainties. The neural-network-based robust control design, via an adaptive dy-
namic programming approach, was investigated in (Wang et al., 2014) to obtain the optimal
performance under a specified cost function. Some applications have been also introduced in the
literature, in the presence of time-varying uncertainties and disturbances (Koofigar and Ame-
lian, 2013). Nevertheless, taking the input constraint in the controller design procedure is still
highly desired.
In the last decade, a considerable attention has been paid to robust control of nonlinear

systems with input constraints (Chen et al., 2010, 2014; Lu and Yao, 2014). In such cases, fuzzy
logic and neural networks may be some alternative solutions. A direct adaptive fuzzy control
approach has been presented for uncertain nonlinear systems in the presence of input saturation
by incorporating a new auxiliary design system and Nussbaum gain functions (Li et al., 2013).
The problem of adaptive fuzzy tracking control for a class of pure-feedback nonlinear systems
with input saturation was studied by Wang et al., (2013a,b). Muñoz and Marquardt (2013)
focused on the control design for input-output feedback linearizable nonlinear systems with
bounded inputs and state constraints. An indirect adaptive fuzzy control scheme was developed
for a wider class of nonlinear systems with the input constraint and unknown control direction
by Wuxi et al. (2013) and Yongming et al. (2014). To this end, a barrier Lyapunov function and
an auxiliary design system were employed.

From an application viewpoint, the surface vessels with uncertain nonlinear dynamics may
be adopted to demonstrate the effectiveness of various control schemes. Nonlinear strategies
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(Daly et al., 2012), adaptive control (Fang et al., 2004), and neural networks (Dai et al., 2015)
are samples of control algorithms in the previous investigations. Removing some drawbacks of
such works, adaptive intelligent methods as adaptive neural networks, were presented by Li et
al. (2015). In this study, an adaptive fuzzy algorithm is proposed to achieve the advantages of
both intelligent and adaptive mechanisms for ensuring the robustness properties and taking the
constraints into account.
Briefly discussing, there may exist some main restrictions in the previous investigations as,

i) the fuzzy rules have been designed off-line and the stability and performance may be lost with
changing the circumstances, ii) the stability analysis has not been presented in an analytical
form, and iii) to ensure the stability of the closed-loop system, the initial value for the controller
parameters must be set. To eliminate the aforementioned limitations, a self-regulator fuzzy PID
controller is proposed in this paper, which guarantees the robustness properties against the
system uncertainties and external disturbances.
This paper is organized as follows. In Section 2, the problem formulation and the constraints

on input signal are introduced. In Section 3, an adaptive fuzzy controller is designed for a
class of uncertain nonlinear systems with constrained input and the stability proof is given.
The proposed method is applied to a surface vessel in Section 4 and the simulation results are
presented. The concluding remarks are finally given in Section 5.

2. Problem formulation

Consider a class of nonlinear systems, represented by the state-space description

Ẋ1 = X2

Ẋ2 = X3
...

Ẋn−1 = Xn

Ẋn = F(X1,X2, . . . ,Xn) +G(X1,X2, . . . ,Xn)p(u) + d(t)

Y = X1

(2.1)

where X ∈ R
n×m denotes the vector of state variables, d(t) represents the external disturbance,

and p(u)∈R
m is the vector of constrained inputs.

Fig. 1. Block diagram of p(u)

As schematically depicted in Fig. 1, the nonlinear operator p(u) acts as a saturation con-
straint as

p(ui) =





αuu for ui  uu
αui for ul ¬ ui ¬ uu
αul for ui ¬ ul

i = 1, 2, . . . ,m (2.2)

where uu, ul and α denote the parameters of saturation operator.
The saturation operator p(ui) is described here as

p(ui) = a(ui)ui + b(ui) (2.3)
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where a(ui) and b(ui) are given by

a(ui) =





0 for ui  uu
α for ul ¬ ui ¬ uu
0 for ui ¬ ul

b(ui) =





αuu for ui  uu
0 for ul ¬ ui ¬ uu
αul for ui ¬ ul

(2.4)

Incorporating description (2.3) into (2.1), yields

Ẋ1 = X2

Ẋ2 = X3
...

Ẋn−1 = Xn

Ẋn = F+Gb(u) +Ga(u)u+ d(t) = F+Gb(u) + Ĝuu+ d(t)

Y = X1

(2.5)

Remark 1. The only information about the system model is that the invertible matrix Ĝu(·),
as an estimate of Gu(·) = G(·)a(u), is available, see Mclain et al. (1999).
The control objective is to design the control input u such that Y tracks the smooth
reference trajectory Yd. Define the tracking error vector E = [e1, . . . , em]

T as

E = X1 −Yd = Y −Yd (2.6)

A PID control structure is adapted here as

ui = kPiei + kIi

t∫

0

ei(τ)dτ + kDi
dei
dt

i = 1, 2, . . . ,m (2.7)

where ei is the i-th component of the error vector E, and kPi, kIi and kDi denote respec-
tively the proportional, integral and derivative coefficients.

3. Adaptive fuzzy controller design

3.1. Fuzzy estimation

In this Section, the l-th fuzzy rule of the fuzzy controller for estimating the unknown function
H(x) is formed by (Shaocheng et al., 2000)

Rl : if x1 = A
l
1 ∧ x2 = A

l
2 → H(x) = θl (3.1)

where x = [x1, x2]
T denotes the input vector, Ali is the membership function of each input.

The fuzzy model for describing H(x) is Mamdani, and the output of the fuzzy system can be
obtained by

H(x) =

N∑
l=1

θl
2∏
i=1

µAl
i
(xi)

N∑
l=1

2∏
i=1

µAl
i
(xi)

(3.2)
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where uF l
i
is the fuzzy membership function and N is the number of rules. Now, form the

unknown function as

H(x) = Φ(x)Tθ (3.3)

where

Φ(x) = [φ1(x), φ2(x), . . . , φN (x)]
T φl(x) =

2∏
i=1

µAl
i
(xi)

N∑
l=1

2∏
i=1

µAl
i
(xi)

θ = [θ1, θ2, . . . , θN ]
T

(3.4)

3.2. Controller design

To facilitate the designing procedure, new state variables are defined here as

Z1 =

t∫

0

E(τ) dτ

Z2 = E

Z3 =
dE

dt
...

Zn+1 =
dn−1E

dtn−1

(3.5)

by which the dynamic equations (2.1) may be rewritten as

Ż1 = Z2

Ż2 = Z3
...

Żn = Zn+1

Żn+1 = Ft + Ĝuu

(3.6)

where

Ft = F−
dnYd
dtn
+Gb(u) + (Gu − Ĝu)u+ d(t) (3.7)

Hence, input signal (2.7) may be given by

u = KIZ1 +KPZ2 +KDZ3 (3.8)

where

KP = diag
[
kP1 kp2 · · · kpm

]

KI = diag
[
kI1 kI2 · · · kIm

]

KD = diag
[
kD1 kD2 · · · kDm

]
(3.9)

Now, define an ideal control signal u∗ as

u∗ = ΦTTΘ
∗ = Ĝ−1u (−Ft −K1Z1 −K2Z2 − . . .−Kn+1Zn+1) (3.10)

where u∗ is obtained from the feedback linearization of system (3.6).
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Remark 2. Ki, i = 1, . . ., n+ 1, is chosen such that

Acl =




0 Im 0 · · · 0

0 0 Im
. . .

...
...

...
. . .

. . . 0
0 0 · · · 0 Im
−K1 −K2 · · · −Kn −Kn+1




(3.11)

is negative semi-definite.

The input signal u∗ is not implementable, as Ft is unknown. Instead, an approximation of
the ideal signal u∗ is generated as

û = ΦTT Θ̂ (3.12)

where Θ̂ is an approximation of Θ∗.

Then, replacing (3.12) in (3.6), yields

Żn+1 = Ft + ĜuΦ
T
T Θ̂ (3.13)

By adding and subtracting ĜuΦ
T
TΘ
∗ in (3.13), one can write

Żn+1 = Ft + ĜuΦ
T
T Θ̂− ĜuΦTTΘ∗ + ĜuΦTTΘ∗ = Ft + ĜuΦTT Θ̃+ ĜuΦTTΘ∗ (3.14)

where

Θ̃ = Θ̂−Θ∗ (3.15)

denotes the parameter estimation error. By substituting (3.10) into (3.14), one obtains

Żn+1 = −K1Z1 −K2Z2 − . . .−Kn+1Zn+1 + ĜuΦTT Θ̃ (3.16)

and

Ż = AclZ+BclΦ
T
T Θ̃ (3.17)

where

Z = [Z1,Z2, · · ·,Zn+1]T Bcl = [0,0, . . . , Ĝu]
T (3.18)

Remark 3. Acl in (3.11) is a negative semi-definite matrix, so the positive definite symmetric
matrix P can be found that satisfy the algebraic Lyapunov equation

ATclP+PAcl = −Q (3.19)

for any positive definite symmetric matrix Q.

Theorem. Consider constrained nonlinear system (3.6). By applying the control input

u = ΦTTΘ and adaptive law
˙̂
Θ = −2ΓTΦTBTclPZ, the closed loop stability and tracking

performance are guaranteed.



992 M.S. Jamalzade et al.

More precisely

u =




u1
u2
...
um



=




ΦTT1Θ1
ΦTT2Θ2
...

ΦTTmΘm



=




ΦTT1 0 0 0
0 ΦTT2 0 0

0
. . .

. . . 0
0 0 0 ΦTTm







Θ1
Θ2
...
Θm



= ΦTTΘ (3.20)

and

ui = Φ
T
i θpiZ2i + Φ

T
i θIiZ1i + Φ

T
i θDiZ3i = ΦTi

TΘi (3.21)

in which

ΦT i = [ΦiZ1i, ΦiZ2i, ΦiZ3i]
T Θi = [θIi, θpi, θDi] (3.22)

and

kpi = gpi
(
ei,

dei
dt

)
= ΦTi θpi kIi = gIi

(
ei,

dei
dt

)
= ΦTi θIi

kDi = gDi
(
ei,

dei
dt

)
= ΦTi θDi

(3.23)

Remark 4. The nonlinear functions gpi(·), gIi(·) and gDi(·) may be obtained by a formulation
as H(x) in (3.2).

Proof. Choose the Lyapunov function candidate

V (Z, Θ̃) = ZTPZ+
1

2
Θ̃TΓ−1Θ̃ Γ > 0 (3.24)

with P > 0 and Γ > 0. The time derivative of V is given by

V̇ (Z, Θ̃) = ŻTPZ+ ZTPŻ+
1

2
˙̃
Θ
T
Γ−1Θ̃+

1

2
Θ̃TΓ−1

˙̃
Θ (3.25)

By replacing (3.17) into (3.25) and some manipulations, one can obtain

V̇ (Z, Θ̃) = ZT(ATclP+PAcl)Z+ 2Z
TPBclΦ

T
T Θ̃+

˙̃
Θ
T
Γ−1Θ̃

= −ZTQZ+ (2ZTPBclΦTT +
˙̃
Θ
T
Γ−1)Θ̃

(3.26)

Then, by adopting the adaptation law

˙̂
Θ = −2ΓTΦTBTclPZ (3.27)

one can conclude

V̇ (Z, Θ̃) = −ZTQZ < 0 (3.28)

Thus, Barbalat’s Lemma (Sastry and Shankar, 1999; Åström and Wittenmark, 2013) en-
sures that the vector Z is asymptotically converged to zero.
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Fig. 2. Surface vessel in the inertial fixed and body fixed frames

4. Simulation

In this Section, the performance of the controller is evaluated in two situations, and the proposed
method is applied to a surface vessel schematically shown in Fig. 2.
Such a three-input three-output system may be described by (Fang et al., 2004)

m11v̇x + d11vx = τ1

m22v̇y +m23ẇ + d22vv + d23w = τ2

m33ẇ +m23v̇y + d23vy + d33w = τ3

(4.1)

in which (x, y) and θ are respectively the surface vessel position and yaw angle in the inertial
coordinate system and (vx, vy), and w denote respectively the surface vessel speed and rotational
speed in the body coordinate system.
Dynamical equations (4.1) with using a set of simple mathematical operations can be rew-

ritten in the form

M(q)q̇ +C(q, q̇)q̇+G(q, q̇) = τ∗ (4.2)

where

q = [x, y, θ]T

M(q) =



m11 cos

2 θ +m22 sin
2 θ −md cos θ sin θ −m23 sin θ

−md cos θ sin θ m22 cos
2 θ +m11 sin

2 θ m23 cos θ
−m23 sin θ m23 cos θ m33




C(q, q̇) =




θ̇(md cos θ sin θ) θ̇(m11 cos
2 θ +m22 sin

2 θ) 0

−θ̇(m22 cos2 θ +m11 sin2 θ) −θ̇(md cos θ sin θ) 0

−θ̇(m23 cos θ) −θ̇(m23 sin θ) 0




G(q, q̇) = K(q)q̇

K(q) =



d11 cos

2 θ + d22 sin
2 θ −dd cos θ sin θ −d23 sin θ

−dd cos θ sin θ d22 cos
2 θ + d11 sin

2 θ d23 cos θ
−d23 sin θ d23 cos θ d33




(4.3)

and

τ ∗ = [τ1, τ2, τ3] (4.4)

To facilitate the designing procedure, choose the state variables as

X1 = q X2 = q̇ X1,X2 ∈ R
3 (4.5)
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The state space representation may be as

Ẋ1 = X2 Ẋ2 = F(X1,X2) +Gu(X1,X2)u (4.6)

where

F(X1,X2) = −M−1(X1)[C(X1,X2)X2+G(X1,X2)] Gu(X1,X2) =M
−1(X1) (4.7)

and

u = τ ∗ u ∈ R
3 (4.8)

The numerical values of the model parameters in equation (4.1) are given in Table 1, as given
by Fang et al. (2004).

Table 1. Model parameter values for the surface vessel

Parameter Value Parameter Value Parameter Value

m11 [kg] 1.0852 m33 [kg] 0.2153 d11 [kg/s] 0.08656

m22 [kg] 2.0575 d11 [kg] 0.08656 d22 [kg/s] 0.0762

d33 [kg/s] 0.0031 d23 [kg/s] 0.151 d32 [kg/s] 0.0151

The initial values and eigenvalues of the matrix Acl ∈ R
9×9 are selected as

X10 = [1,−1, 0.3]T X20 = [0, 0, 0]
T

λ = [−1,−1,−1,−1,−1,−1,−1,−1,−1]
(4.9)

The matrix Γ, constant scalars γi, i = 1, 2, 3 and membership functions are chosen here as

Γ =



γ1IL 0 0
0 γ2IL 0
0 0 γ3IL


 γ1 = γ2 = 10 γ3 = 10

3 (4.10)

Fig. 3. (a) Membership function of the tracking error, (b) membership function of the derivative of the
tracking error

Case I. The tracking performance of the proposed constrained control scheme is evaluated
here and compared with that of the existing sliding mode method, see Zeinali and Leila
(2010). Assume the reference position and the saturation limits are respectively given by
[xd(t), yd(t), θd(t)]

T = [3.5m, 2m, 0 rad]T and −2 < τi < 2, i = 1, 2, 3. The external disturbance
d(t) = (sin(t) + 1)[1, 1, 1]T also perturb the system at time t = 5 s.
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Figures 4a and 4b show that the tracking of the reference positions for x and y is obtained in
the presence of disturbance. Figure 5 shows the capability of the proposed scheme in disturbance
rejection compared with the sliding mode control by Zeinali and Notash (2010). The convergence
of the controller coefficients Kp, KD, KI for tracking xd(t), yd(t) and θd(t) are demonstrated in
Figs. 6 and 7. The control efforts in the proposed adaptive fuzzy method and the existing sliding
controller are illustrated in Fig. 8.

Fig. 4. (a) X direction and (b) Y direction tracking of the surface vessel

Fig. 5. Tracking of the pitch θ of the surface vessel

Fig. 6. Convergence of the controller parameters in (a) the x direction, (b) the y direction
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Fig. 7. Convergence of Kp, KD, KI for the yaw controller

Fig. 8. Control signals in the proposed algorithm and the sliding control

To make a comparison between the designed adaptive fuzzy controller and the existing sliding
control (Zeinali and Leila 2010), consider a cost function as

J =

tf∫

0

(‖e(t)‖2 + ‖u(t)‖2) dt (4.11)

The lower cost of the proposed controller, as reported in Table 2, shows the advantage of the
proposed approach.

Table 2. The costs of controllers in Case I

Controller Sliding mode Proposed method

J 117.1378 61.3327
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Case II. In this case, the reference signal and the saturation operator parameters are considered
respectively as



xd(t)
yd(t)
θd(t)


 =



sin(0.5t)
cos(0.5t)
0


 and − 2 < τi < 2 i = 1, 2, 3

The simulation results, illustrated in Figs. 9 and 10, show that the proposed method gives
smoother responses with less tracking error, compared with the sliding mode control (Zeinali
and Leila, 2010). In the tracking of the reference output on the channel y, the sliding mode
algorithm is unstable, while the proposed method is stable and the tracking error is converged
to zero. Figure 11 shows that the control effort of the proposed method is much lower than that
in the other method. Unlike the sliding mode, the control signal is zero in the steady state for
the proposed method. Comparing the results may be also possible by adopting cost function
(4.11), as numerically reported in Table 3.

Fig. 9. Tracking error of the (a) the x direction, (b) the y direction

Fig. 10. Tracking error of pitch θ

Table 3. The cost of controllers in Case II

Proposed method Sliding mode Controller

J 16933.4 77.8
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Fig. 11. Control signals

5. Conclusion

Focusing on the constraints on the inputs of nonlinear systems, the problem of robust tracking
is investigated here. To solve the problem, an adaptive fuzzy algorithm is proposed for which
the robust stability is proved using the Lyapunov stability theorem. As a practical situation,
the problem is formulated for a surface vessel, taking the limitations on the control input into
account. The designed controller is applied and the simulation results are presented to show the
benefits of the method. The existing sliding control is also applied to the vessel and a cost function
is defined to compare the results with the proposed scheme. In addition to demonstrations, a
cost function is defined, and a numerical comparison is also made to show the benefits of the
adaptive fuzzy algorithm.
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15. Muñoz D.A., Marquardt W., 2013, Robust control design of a class of nonlinear input-and
state-constrained systems, Annual Reviews in Control, 37, 2, 232-245

16. Petersen I.R., Tempo R., 2014, Robust control of uncertain systems: classical results and recent
developments, Automatica, 50, 5, 1315-1335

17. Sastry S., 1999, Nonlinear Systems: Analysis, Stability, and Control, 10, New York: Springer

18. Shaocheng T., Jiantao T., Tao W., 2000, Fuzzy adaptive control of multivariable nonlinear
systems, Fuzzy Sets and Systems, 111, 2, 153-167

19. Wang D., Liu D., Li H., Ma H., 2014, Neural-network-based robust optimal control design for
a class of uncertain nonlinear systems via adaptive dynamic programming, Information Sciences,
282, 167-179

20. Wang H.Q., Chen B., Lin C., 2013a, Adaptive neural tracking control for a class of stocha-
stic nonlinear systems with unknown dead-zone, International Journal of Innovative Computing,
Information and Control, 9, 8, 3257-3269

21. Wang H., Chen B., Liu X., Liu K., Lin C., 2013b, Robust adaptive fuzzy tracking control for
pure-feedback stochastic nonlinear systems with input constraints,Cybernetics, IEEE Transactions,
43, 6, 2093-2104

22. Wuxi S., Hongquan W., Furong L., Xiangyu W., 2013, Adaptive fuzzy control for a class
of nonlinear systems with input constraint and unknown control direction, Control and Decision
Conference (CCDC), 2013 25th Chinese. IEEE



1000 M.S. Jamalzade et al.

23. Xu D., Huang J., 2010, Robust adaptive control of a class of nonlinear systems and its applica-
tions, Circuits and Systems I: Regular Papers, IEEE Transactions, 57, 3, 691-702

24. Zeinali M., Notash L., 2010, Adaptive sliding mode control with uncertainty estimator for robot
manipulators, Mechanism and Machine Theory, 45, 1, 80-90

Manuscript received June 5, 2015; accepted for print January 13, 2016



JOURNAL OF THEORETICAL

AND APPLIED MECHANICS

54, 3, pp. 1001-1012, Warsaw 2016
DOI: 10.15632/jtam-pl.54.3.1001

RESEARCH ON THE DISTURBANCE GENERATED BY A SOLAR ARRAY
DRIVE ASSEMBLY DRIVING A FLEXIBLE SYSTEM

Jiangpan Chen, Wei Cheng
School of Aeronautic Science and Engineering, Beijing University of Aeronautics and Astronautics, Beijing, China

e-mail: chenjiangpan@hotmail.com; cheng wei@buaa.edu.cn

The present work is aimed at presenting the disturbance generated by a solar array drive
assembly (SADA) driving a flexible system. Firstly, the vibration equation of SADA is
obtained by simplifying and linearizing the electromagnetic torque. Secondly, the disturbance
model of SADA driving a discrete flexible system is achieved based on the vibration equation
established. Taking a two-dof flexible system as the study object, this disturbance model is
simulated and analyzed. Lastly, a continuous flexible system, which is designed to simulate
the solar array, is used to illustrate the simulation method of the disturbance emitted by
SADA driving a continuous flexible system. All the achievements obtained from this project
will provide a theoretical basis for the prediction of the disturbance emitted by the SADA
driving solar array on the orbit.

Keywords: solar array drive assembly, disturbance, flexible system, electromagnetic torque,
vibration equation

1. Introduction

Micro-vibrations of a satellite, which are characterized by a low amplitude and a wide frequen-
cy band, can significantly degrade its pointing accuracy and imaging quality. There are many
possible disturbance sources, such as reaction/momentum wheel assembly, control moment gy-
roscope and SADA (Luo et al., 2013). Due to a longer exposure time than in a low orbit remote
sensing satellite, the performance of a high orbit remote sensing satellite is more sensitive to
micro-vibrations in the low frequency band. Three reasons make the disturbance emitted by
the SADA driving solar array on the orbit extremely complex and mainly in the low frequency
band, which are: (1) distribution of the natural frequency of the solar array in the low frequency
band is dense (Cui, 2006); (2) exciting energy of SADA in the low frequency band is large, which
makes the natural vibration of the solar array easily excited out; (3) vibration attenuation of the
solar array in the low frequency band is slow without air damping in space. Therefore, to study
the disturbance produced by the SADA driving solar array is imperative. Because of the gravity,
the solar array, which has characteristics of low stiffness, large mass and large size (Chen, 2010),
is difficult to unfold on the Earth. Testing of the disturbance generated by the SADA driving
solar array in the atmospheric environment is hard to carry out. A disturbance model used to
predict the disturbance emitted by the SADA driving solar array on the orbit is necessary.

From researches carried out thus far, lots of studies have focused on the disturbance proper-
ties of SADA. The mechanism of electromagnetic vibration of SADA was studied by Xia (1994),
and the methods to lower the amplitude of the electromagnetic vibration were also proposed,
such as using damping (including mechanical damping and electrical damping) and choosing a
more appropriate drive circuit. The expression for electromagnetic vibration frequency of SADA
was presented in Bodson et al. (2006). In Yang et al. (2010) and Zhu et al. (2015), argued
that the electromagnetic field between the stator and rotor of SADA could be equivalent to an
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electromagnetic spring-viscous damping system. Stiffness of the electromagnetic spring, named
as electromagnetic stiffness, was obtained by experimental testing by Yang et al. (2010). Zhu
et al. (2015) validated feasibility of the equivalent electromagnetic field to an electromagnetic
spring-viscous damping system, and also investigated the coupling effect between the solar array
and the electromagnetic spring-viscous damping system. Meanwhile, Si et al. (2010), Elsodany
et al. (2011) and Szolc et al. (2012) proposed dynamic models of SADA. Among them, the dy-
namic model proposed by Si et al. (2010) was more complete, in which the friction torque and
fluctuation torque of SADA were taken into account. The disturbance emitted by SADA driving
a rigid system could be obtained by the dynamic models easily. Chen et al. (2014) modeled and
simulated the disturbance produced by SADA driving a rigid system through a flexible trans-
mission shaft based on the dynamic model of SADA. In this paper, the coupling effect between
the electromagnetic stiffness and the flexible transmission shaft was studied by changing the
stiffness of the transmission shaft.

However, the electromagnetic stiffness of the electromagnetic spring has not appeared in
the dynamic models as an explicit expression up to now, and just has been hidden in the
electromagnetic torque, which prevented the establishment of the coupling effect between the
electromagnetic stiffness and the flexible system. As the solar array is an extremely complex ty-
pical continuous flexible system, the dynamic models existing do not have the ability to describe
the disturbance caused by the SADA driving solar array on the orbit precisely and easily.

As a consequence, in this paper, the first part is to establish the vibration equation of SADA;
the second part is to model, simulate and analyze the disturbance produced by SADA driving a
discrete flexible system; the third part is to introduce the simulation method of the disturbance
generated by SADA driving a continuous flexible system; the last part summarizes the paper
and states conclusions drawn from this work.

2. Modeling of the vibration equation of SADA

The SADA discussed in this paper is a two-phase hybrid stepper motor. Stepper motors are mo-
tors which translate digital pulse sequences to precise movements of the rotor shaft, rather than
rotating continuously as conventional motors do (Anish et al., 2012). Because of the advantages
of high resolution, high torque and low noise, the stepper motor is widely used in the field of
spacecraft (Letchmanan et al., 2005). Both solar array and digital antenna use stepper motors
as the driver. The most frequently used dynamic model of SADA at present is given by

J0θ̈ = Te − C0θ̇ − Tl (2.1)

where J0 is the moment of inertia of the rotor, θ is the angular displacement of the rotor, Te is
the electromagnetic torque, C0 is the viscous damping coefficient and Tl is the load torque.

As to a two-phase hybrid stepper motor, when the linear flux model without saturation
effects is assumed, the driving model presented by Kapun et al. (2007) can be used in the form

ϕ = LI Te =
1

2
IT
∂ϕ

∂θ
=
1

2
IT
∂L

∂θ
I (2.2)

where ϕ is the flux linkage vector, L is the symmetric inductance matrix and I is the current
vector. The expressions of I and L are given by

I =



IA
IB
If


 L =



LAA LAB LAf
LBA LBB LBf
LfA LfB Lff


 (2.3)



Research on the disturbance generated by a solar array... 1003

where IA and IB signifies the current of phase A and phase B respectively, If is the fictitious
constant rotor current, Lii (i = A,B) is the self-inductance of the stator winding, LAB = LBA
is the mutual inductance between the stator windings, Lff is the self-inductance of the fictitious
rotor winding, Lif = Lfi (i = A,B) is the mutual inductance between the i-th stator winding
and the fictitious rotor winding, see Yang et al. (2010) and Kapun et al. (2007).
Assuming that the mutual inductance between the stator windings is negligible and igno-

ring the second and more harmonics of the cyclical permeance function, the elements of the
inductance matrix L can be defined as

LAA = LBB = L0 LAB = LBA = 0 LAf = LfA = Lm0 + Lm1 cos(zθ)

LBf = LfB = Lm0 + Lm1 sin(zθ) Lff = Lf0 + Lf1 cos(4zθ)
(2.4)

where z is the rotor teeth number. Substituting equations (2.3) and (2.4) into equation (2.2),
the electromagnetic torque can be obtained as

Te = Tm − Td = Km[IB cos(zθ)− IA sin(zθ)]−Kd sin(4zθ) (2.5)

where Tm is the motor torque, Td is the detent torque, Km = zIfLm1 and Kd = 2zI
2
fLf1 is the

motor torque constant and detent torque constant, respectively (Letchmanan et al., 2005).
In general, the detent torque constant Kd is so small that the detent torque Td is far less

than the motor torque Tm, and can be ignored (Yang et al., 2010). Thus, equation (2.5) can be
simplified as

Te = Km[IB cos(zθ)− IA sin(zθ)] (2.6)

In order to improve the resolution and running smoothness of the stepper motor, a subdivi-
sion driver is frequently used. Yang et al. (2007) pointed out that the ladder sine curve current is
frequently used as the subdivision driving current in the subdivision driver. Thus, the expression
for the two-phase current IA and IB after subdivision can be shown as

IA = I cos(γi) IB = I sin(γi) (2.7)

where I is the amplitude of the two-phase current, γ is the electrical step angle after subdivi-
sion and i = 1, 2, . . . is the step number. Substituting equation (2.7) into equation (2.6), the
electromagnetic torque can be rewritten as

Te = KmI sin(γi− zθ) = KmI sin
[
z
(γi
z
− θ

)]
= KmI sin(z∆θ) (2.8)

In equation (2.8), the physical meaning of ∆θ is that: ∆θ is the included angle between the
actual position and theoretical equilibrium position of the rotor during the time period that
after the input of the i-th digital pulse signal completed and before the input of (i+1)-th digital
pulse signal, where γi/z and θ is the theoretical equilibrium position and actual position of the
rotor in this time period, respectively. To ensure SADA running without losing step, the range
of ∆θ is given by

−α ¬ ∆θ ¬ α (2.9)

where α is the micro-step angle after subdivision. The expression for α is given by

α =
2π

zpn
(2.10)

where p is the beat number and n is the subdivision number. The value of p and n of the SADA
studied in this paper is 4 and 256, respectively, thus, we can obtain that

− π

512
¬ z∆θ ¬ π

512
(2.11)
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A significant result can be obtained from equation (2.11) that: z∆θ is so small that equation
(2.8) can be linearized as

Te = KmI sin(z∆θ) = KmIz∆θ = KmIγi−KmIzθ (2.12)

Substituting equation (2.12) into equation (2.1), the dynamic model of SADA can be rew-
ritten as

J0θ̈ + C0θ̇ +K0θ = KmIγi− Tl (2.13)

where K0 = KmIz and KmIγi is called the electromagnetic stiffness and exciting torque, re-
spectively.
From equation (2.13) we can get that: 1) the electromagnetic field between the stator and

rotor of SADA can be equivalent to an electromagnetic spring-viscous damping system; 2) the
rotor of SADA coupled with the load vibrates with viscous damping under the action of the
exciting torque KmIγi. Thus, the equivalent system diagram of SADA can be shown as Fig. 1.

Fig. 1. Equivalent system of SADA

Assuming that the stator of SADA is a rigid body, the disturbance torque generated by
SADA acting on the satellite can be defined as

Tdis = KmIγi− C0θ̇ −K0θ (2.14)

Thus, the disturbance model of SADA can be defined as

J0θ̈ + C0θ̇ +K0θ = KmIγi− Tl Tdis = KmIγi− C0θ̇ −K0θ (2.15)

From equation (2.15) we can obtain that the dynamic model of SADA can be redefined
as a vibration equation, and the electromagnetic stiffness appears in this vibration equation
as an explicit expression which leads to the coupling relationship between the electromagnetic
spring-viscous damping system and the solar array easily achieved by establishing the vibration
equation of the coupling system. Thus, the disturbance torque aroused by the SADA driving
solar array acting on the satellite can be facilely obtained.

3. Disturbance model of SADA driving a discrete flexible system

3.1. Modeling

Assuming that the discrete flexible system is a torsion spring-damping-moment of inertia
system with n-dofs, the equivalent system of SADA driving this discrete flexible system is shown
in Fig. 2.
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Fig. 2. Equivalent system diagram of SADA driving a discrete flexible system with n-dofs

Thus, the disturbance model of SADA driving this flexible system can be defined as

Jβ̈ +Cβ̇ +Kβ = F Tdis = KmIγi− C0θ̇ −K0θ (3.1)

where J, C, K, F and β is the mass matrix, damping matrix, stiffness matrix, excitation vector
and angular displacement vector, respectively. All the expressions are shown in equation (3.2)

J =




J0 0 · · · 0
0 J1 · · · 0
...
...
. . .

...
0 0 · · · Jn




C =




C0 + C1 −C1 · · · 0
−C1 C1 + C2 · · · 0
...

...
. . .

...
0 0 · · · Cn




K =




K0 +K1 −K1 · · · 0
−K1 K1 +K2 · · · 0
...

...
. . .

...
0 0 · · · Kn




F =




KmIγi
0
...
0




β =




θ
θ1
...
θn




(3.2)

3.2. Simulation and analysis

Taking a two-dof torsion spring-damping-moment of inertia system as the simulation object,
Matlab/Simulink toolbox is used to simulate the disturbance model of SADA driving this discrete
flexible system. Table 1 shows the simulation parameters of SADA and the two-dof flexible
system. The simulation time and time step size is 100 s and 1/2048 s, respectively.
Figures 3 to 5 illustrate the simulation results of the disturbance model of SADA driving

this two-dof flexible system.
It can be seen from Figs. 3a and 3b that the two-phase currents IA and IB are ladder

cosine/sine curves, and the amplitude I is 0.3 A.
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Table 1. Simulation parameters of SADA and the two-dof flexible system

Parameter Symbol Value Unit

Rotor teeth number z 300 –
Beat number p 4 −
Subdivision number n 256 –
Given angular velocity of rotor ω0 0.012 ◦/s
Amplitude of two-phase current I 0.3 A
Moment of inertia of rotor J0 0.0005 kg·m2
Viscous damping coefficient C0 0.01 N·m·s/rad
Motor torque constant Km 10 N·m/(A·rad)
Electromagnetic stiffness K0 900 N·m/rad
Moment of inertia of flexible system J1/J2 1/4 kg·m2
Viscous damping coefficient C1/C2 0.02/0.01 N·m·s/rad
Stiffness of torsion spring K1/K2 1000/2000 N·m/rad

Fig. 3. Simulation results of the two-phase current (a) full view (b) partially enlarged view

As shown in Fig. 4, the simulation result of the rotor angular displacement indicates that
after 100 seconds of running, the angular displacement of the rotor is 1.2◦, which is equal to the
given angular velocity ω0 (0.012

◦/s) times the running time (100 s).

Fig. 4. Simulation result of the angular displacement of the rotor

The simulation result of the disturbance torque shown in Fig. 5 indicates that the disturbance
frequencies in the frequency band of 0∼40Hz are 1.438 Hz, 8.563Hz, 10.25Hz, 20.5 Hz and
30.75 Hz. Substituting the parameters shown in Table 1 into equation (3.2), the natural frequency
of the equivalent system of SADA driving the two-dof flexible system can be calculated easily,
which is demonstrated as

f1 = 1.440Hz f2 = 8.558Hz f3 = 310.272 Hz (3.3)

Therefore, the disturbance frequencies 1.438Hz and 8.563 Hz are the natural frequencies of
the equivalent coupling system of SADA driving the flexible system.
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Fig. 5. Simulation result of the disturbance torque

As mentioned above, SADA is to translate digital pulse sequences to precise movements of
the rotor shaft. The input frequency of the digital pulse signal is given by

fd =
πω0
180

α
=

πω0
180
2π
zpn

= 10.24Hz (3.4)

Thus, the disturbance frequencies 10.25 Hz, 20.5 Hz and 30.75Hz are the input frequency of
the digital pulse signal and its harmonics.

As a consequence, we can obtain that the disturbance frequencies of SADA driving a discrete
flexible system are mainly consists of two parts: 1) natural frequencies of the equivalent system of
SADA driving the flexible system; 2) input frequency of the digital pulse signal and its harmonics.
These disturbance frequencies are consistent with those obtained by Yang et al. (2010) and Chen
et al. (2014), which confirmedly validates the effectiveness of the disturbance model proposed in
this paper.

4. Simulation method of SADA driving a continuous flexible system

Since the solar array is a typical continuous flexible system, equation (3.1) used to describe
vibration of the equivalent system of the SADA driving solar array is difficult to establish.
Taking a continuous flexible system, which is designed to simulate the solar array, as the studied
object, the simulation method of the disturbance generated by SADA driving a continuous
flexible system is demonstrated in this part.

4.1. Continuous flexible system

The continuous flexible system is made of a thin aluminum plate, steel counterweight beam
and connecting bracket. The size of the thin aluminum plate is 5m×1.6m×0.001m. The steel
counterweight beam is arranged along the four sides of the thin aluminum plate continuously,
whose section size is 0.03m×0.03m. The connection bracket is composed of two identical steel
beams. The length of each steel beam is 1m, and its section size is 0.03m×0.03m as well. A
schematic diagram of this continuous flexible system is shown in Fig. 6.

ANSYS 12.1 is used to create the finite element model of this continuous flexible system.
In the finite element model, element SHELL 181 is used to mesh the thin aluminum plate and
element BEAM 4 is used to mesh the steel counterweight beam and the connecting bracket.
What is more, a node should be laid in the installation point which is named as node a. The
modal shape of this finite element model is determined for the boundary condition of constraining
all-dofs of node a. The calculation results of the modal analysis are listed in Table 2.
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Fig. 6. Schematic diagram of the continuous flexible system

Table 2. Calculation results of the modal

Modal order Frequency [Hz] Modal shape

1 0.503 first-order out-of-plane bending
2 1.364 first-order in-plane rocking
3 2.110 first-order torsional
4 2.222 second-order out-of-plane bending

As the former four order modal shapes of the continuous flexible system designed are the
same as the actual solar array mentioned in Zhu et al. (2014), this continuous flexible system
has the ability to simulate the actual solar array.

4.2. Continuous flexible system coupling with SADA

As discussed above, the electromagnetic field between the stator and rotor of SADA can be
equivalent to an electromagnetic spring-viscous damping system, thus, the equivalent system of
the continuous flexible system coupling with SADA can be shown as in Fig. 7.

Fig. 7. Equivalent system of the continuous flexible system coupling with SADA
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ANSYS 12.1 is used to create the finite element model of this equivalent system. In this finite
element model, the moment of inertia of the rotor J0 is meshed by using element MASS 21; the
electromagnetic torsion spring-viscous damping system is meshed by using element COMBIN 14;
the finite element model of the continuous flexible system in the equivalent system is the same
as the finite element model created above. Element MASS 21, element COMBIN 14 and the
finite element model of the continuous flexible system should share one node, which is node a.
As the rotor of SADA has only one rotation dof, node a has only this dof (Y -rotation) as well.
Constraining all the other dofs of node a and all-dofs of the other node of element COMBIN 14,
then the creation process of the finite element model is accomplished.
ANSYS 12.1 is used to find the modal shapes of this coupling finite element model. The

calculation results of the modal analysis are presented in Table 3.

Table 3. Calculation results of the modal analysis

Modal order Frequency [Hz] Modal shape

1 0.503 first-order out-of-plane bending
2 0.606 first-order torsional
3 1.364 first-order in-plane bending
4 2.222 second-order out-of-plane bending

Comparing with the calculation results shown in Table 2, the natural frequency of the first-
order torsional modes moves forward and the other natural frequency remains the same, which
is caused by the coupling effect between the continuous flexible system and the electromagnetic
spring of SADA.

4.3. Simulation and analysis

ANSYS 12.1/Transient is used to simulate the disturbance emitted by SADA driving the
continuous flexible system designed. The simulation process is done on the basis of the coupling
finite element model created in Section 4.2. In the simulation processing, firstly, the exciting
torque KmIγi acts on node a; secondly, the simulation time and time step size is 20 s and
1/2048 s respectively; thirdly, each substep of the angular displacement and angular velocity
of node a are written down; lastly, substituting the angular displacement and angular velocity
of node a into equation (3.1), the disturbance torque of SADA driving this continuous flexible
system is obtained. The simulation results are shown in Figs. 8 and 9.

Fig. 8. Simulation result of the angular displacement of the rotor (node a)

It can be seen from Fig. 8 that due to huge torsional vibration of the continuous flexible
system coupling with SADA in the low frequency band (0.606Hz), the angular displacement
of the rotor is no longer a straight line. However, after 20 seconds of running, the angular
displacement of rotor is very close to 0.24◦, which equals to the given angular velocity of the
rotor ω0 (0.012

◦/s) times the running time (20 s).
What can be obtained from Fig. 9 are the disturbance frequencies in the frequency band of

0 ∼ 40Hz are 0.625Hz, 10.25 Hz, 20.5 Hz and 30.75Hz. Among them, 0.625Hz is the natural
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Fig. 9. Simulation result of the disturbance torque

frequency of the first-order torsional mode of the continuous flexible system coupled with SADA
shown in Table 3; 10.25Hz, 20.5 Hz and 30.75Hz is the input frequency of the digital pulse
signal and its harmonics. Due to low exciting energy of the exciting torque KmIγi beyond
the low frequency band and the existence of the viscous damping inner SADA, the natural
frequencies of high-order torsional modes of the continuous flexible system coupled with SADA
do not appear in the disturbance frequencies.

Therefore, the disturbance frequencies of SADA driving the continuous flexible system mainly
consist of two parts: 1) natural frequencies of the torsional mode of the continuous flexible system
coupled with SADA in the low frequency band; 2) input frequency of the digital pulse signal
and its harmonics. These conclusions are the same as those obtained for SADA driving athe
discrete flexible system in Section 3.2. This proves that the simulation method of SADA driving
the continuous flexible system demonstrated in this part is right.

4.4. Summarizing

The simulation method of the disturbance aroused by SADA driving the continuous flexible
system can be summarized as follows:

• Before the start of simulation, the finite element model of the continuous flexible system
coupled with SADA, which can be equivalent to an electromagnetic spring-viscous dam-
ping system, should be created firstly, and the coupling node named node a. Appropriate
boundary conditions should be formulated as well.

• In the process of simulation, the exciting torque KmIγi should act on node a, and each
substep of the angular displacement and angular velocity of node a should be written down.
What is more, an appropriate simulation time and time step size should be chosen.

• After the end of simulation, substituting the angular displacement and angular veloci-
ty of node a into equation (3.1), the disturbance torque produced by SADA driving the
continuous flexible system could be obtained.

5. Conclusions

According to the above discussions, the following conclusions can be drawn:

• By simplifying and linearizing the electromagnetic torque of SADA, the electromagnetic
field between the stator and rotor of SADA can be found as equivalent to an electro-
magnetic spring-viscous damping system, and the vibration equation of SADA can be
established.
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• The disturbance model of SADA driving a discrete flexible system is achieved based on
the vibration equation of SADA. A two-dof flexible system is used to simulate and analyze
the disturbance model. The simulation results show that the disturbance frequencies of
SADA mainly consist of two parts:

1) natural frequencies of the equivalent system of SADA driving the flexible system;

2) input frequency of the digital pulse signal and its harmonics.

• The method to simulate the disturbance emitted by SADA driving the continuous flexible
system, which is designed to simulate the solar array, is proposed. And the disturbance
frequencies of SADA mainly consist of two parts:

1) natural frequencies of the low-order torsional mode of the continuous flexible system
coupling with SADA in the low frequency band;

2) input frequency of the digital pulse signal and its harmonics.

In conclusion, all the achievements of this project will provide a theoretical basis for the
prediction of disturbances emitted by the SADA driving solar array on the orbit.

References

1. Anish N.K., Krishnan D., Moorthi S., Selvan M.P., 2012, FPGA based microstepping sche-
me for stepper motor in space-based solar power systems, Industrial and Information Systems,
IEEE Conference, 1-5

2. Bodson M., Sato J.S., Silver S.R., 2006, Spontaneous speed reversals in stepper motors, IEEE
Transactions on Control Systems Technology, 14, 2, 369-373

3. Chen J.P., Cheng W., Han W., 2014, Analysis and simulation of stepper motor disturbance
considering structural coupling, Applied Mechanics and Materials, 526, 103-108

4. Chen Y.M., 2010, Application of shape memory alloys to control the vibration of solar panels,
Mechanical Engineering and Automation, 1, 173-175

5. Cui G.G., 2006, The satellite modeling and analysis of dynamic characteristic of drive system of
solar array, Dissertation for the Master Degree in Engineering of Harbin Institute of Technology

6. Elsodany N.M., Rezeka S.F., Maharem N.A., 2011, Adaptive PID control of a stepper motor
driving a flexible rotor, Alexandria Engineering Journal, 50, 2, 127-136

7. Kapun A., Hace A., Jezernik K., 2007, Identification of stepping motor parameters, Interna-
tional Conference on “Computer as a Tool”, IEEE Conference, 1856-1863

8. Letchmanan R., Economou J.T., Tsourdos A., 2005, Modelling and analysis of geared PM
stepping motor for simulation of all-electric off-road vehicles, Vehicle Power and Propulsion, IEEE
Conference, 301-307

9. Luo Q., Li D., Zhou W., Jiang J., Yang G., Wei X., 2013, Dynamic modelling and observation
of micro-vibrations generated by a Single Gimbal Control Moment Gyro, Journal of Sound and
Vibration, 332, 19, 4496-4516

10. Si Z.H., Liu Y.W., Li K., 2010, Research on modeling and driver design of solar array drive
assembly, Aerospace Control and Application, 36, 2, 13-19

11. Szolc T., Pochanke A., 2012, Dynamic investigations of electromechanical coupling effects in
the mechanism driven by the stepping motor, Journal of Theoretical and Applied Mechanics, 50,
2, 653-673

12. Xia L., 1994, The primary research on low-frequency resonate of step-motor and its damping
methods, Journal of Shenyang Polytechnic University, 16, 3, 73-78



1012 J. Chen, W. Cheng

13. Yang T.Y., Wang H., Xu F., 2007, Micro-stepping drive method study of two-phase step motors,
Micromotors Servo Technique, 40, 9, 69-71

14. Yang Y.L., Cheng W., Wu S.J., Wang G.Y., 2010, Experiment and simulation of electroma-
gnetic stiffness for stepper motor, Applied Mechanics and Materials, , 29, 1567-1573

15. Zhu S.Y., Lei Y.J., Wu X.F., Zhang D.P., 2015, Influence analysis on dynamic characteristic
parameters of solar array drive system, Journal of Vibration Engineering, 28, 2, 183-189

16. Zhu S.Y., Xie Y., Lei Y.J., 2014, Characteristic analysis of disturbance aroused by solar array
tracking drive, Journal of National University of Defense Technology, 36, 1, 27-33

Manuscript received July 16, 2015; accepted for print January 28, 2016



JOURNAL OF THEORETICAL

AND APPLIED MECHANICS

54, 3, pp. 1013-1024, Warsaw 2016
DOI: 10.15632/jtam-pl.54.3.1013

CONTROL OF ANISOTROPIC ROTOR VIBRATION USING FRACTIONAL
ORDER CONTROLLER

Mariusz Czajkowski, Magdalena Gertner
Bialystok University of Technology, Department of Automatic Control and Robotics, Białystok, Poland

e-mail: m.czajkowski@doktoranci.pb.edu.pl; m.gertner@doktoranci.pb.edu.pl

Monika Ciulkin
Bialystok University of Technology, Department of Mechanics and Applied Computer Science, Białystok, Poland

e-mail: m.ciulkin@doktoranci.pb.edu.pl

This article presents an analysis of a flexible Jeffcott rotor with an active bearing support.
The rotor is coupled with lateral and torsional vibrations and a force from the unbalance
vector derived from the Lagrangian method. The active support bearing is controlled by
FOPID controller. Changing the rotor vibration is followed by shifting rotor angular speed
and achieving the natural frequency. Simulation results demonstrate torsional and lateral
vibration of thr rotor at the rotating speed near the natural frequency. Consequently, control-
ling the lateral vibrations mitigates potential damage and improves safety. FOPID controller
introduces a new approach to vibration control of a rotating machine.

Keywords: rotor dynamic, active bearings, fractional order controller

1. Introduction

Application of rotors in modern turbomachinery, particularly in the power generation industry,
requires continuous diagnosis and control. Although many studies have been conducted dealing
with control of vibration in rotating shafts, there is still no ideal method allowing one to eliminate
too high vibration of the machines. Observing rotors vibration during operation with different
rotating speeds, allows implementation of various lateral damping on bearings depending on
the necessity. Consequently, the control of lateral vibrations mitigates potential damage and
improves safety.
Two dynamic systems influence each other when they are coupled. Dynamic lateral and

torsional rotor vibrations can be considered separately. This approach is permitted if the effect
of coupling is weak (Gosiewski, 2008b; Gosiewski and Muszyńska, 1992; Sawicki et al., 2004).

Fig. 1. Section of the rotor in inertial and rotating coordinates
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The system is coupled by the unbalance vector in the model of the rotor (Fig. 1). If the
rotor is considered as a weakly damped system it has a range of unstable speeds. The speed
ranges are unstable when the poles in diagram of both dynamic systems are crossing each other
(Gosiewski and Muszyńska, 1992). This article presents phenomena of vibration in classical
dynamical systems (Gosiewski and Muszyńska, 1992) and a relationship for the stability of
rotor machinery and vibration control in a closed loop when the rotor speed is in the stable
and unstable range. For several decades, control applications in industrial processes have been
dominated by the PID controller. Its wide popularity results from the simplicity of design
and good performance including low overshoot and small settling time for slow process plants
(Astrom and Hagglund, 1995; Biswas et al., 2009). Fast changing process plants require a more
sophisticated approach – in several research groups, a fractional order calculus has been proposed
(Merrikh-Bayat, 2012). Podlubny (1999) proposed a concept of fractional order controllers and
demonstrated the effectiveness of such controllers for actuating the responses of fractional order
systems. The transfer function of the fractional order PIλDµ (FOPID) controller is given by
Podlubny (1999) as

Gc(s) = KP +KIs
−λ +KDs

µ (1.1)

where KP is the proportional gain, KI is the integration gain, KD is the differentiation gain,
λ is the order of integrator, µ is the order of differentiator.

2. Rotor mathematical model

The mathematical model, called the Jeffcott rotor (Ma et al., 2013), is described as a flexible
rotor consisting of a centrally located unbalanced disk attached to a weightless shaft mounted
symmetrically on rigid bearings (Gan et al., 2014; Gosiewski, 2008a,b; Gosiewski and Muszyńska,
1992). The stiffness of the shaft is anisotropic (asymmetric) and the damping due to the air
resistance effect is assumed to be viscous. The angular position of the unbalanced vector ε can
be used as an indicator and is given by: θ(t) = ωt + ψ(t) + β, where ω is constant rotating
speed of the shaft, ψ(t) is torsional angle, β is the angle between the unbalanced vector and the
ξ axis. Kinetic and potential energy of the rotor system exhibiting coupling lateral and torsional
vibrations can be expressed by the following equations (Sawicki et al., 2004)

T =
m

2
(x2s + y

2
s) +

IO
2
θ̇ U =

1

2
[ξ η]KI

[
ξ
η

]
+
KT

2
ψ2 −mgh (2.1)

where KI is the shaft stiffness defined by the matrix (Eq. (2.2)) in inertial coordinates for the
undisturbed rotor by geometry or influence of the uncracked stiffness Kxy = Kyx ≡ 0. In the
case of an unbalanced (anisotropic) rotor, the stiffnesses along the ξ, η directions are not equal
(Kxx 6= Kyy). xs = x − ε cos(ωt + β) and ys = x + ε sin(ωt + β) are the coordinates of the
centre of mass of the disk in the inertial coordinate system XY Z, ξ = x cos(ωt) + y sin(ωt) and
η = −x sin(ωt)+y cos(ωt) are the coordinates of the geometric centre of the rotor in the rotating
coordinate system ξηζ following Φ with rotating speed

KI =

[
Kxx Kxy

Kyx Kyy

]
(2.2)

The Rayleigh dissipation function (Lalanne et al., 1998) in lateral vibrations consists of two
components. One of these components defines energy dissipation caused by internal dumping,
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the second one describes damping proportional to rotational speed of the rotor in the inertial
coordinate system

Er =
1

2
CE(ẋ

2 + ẏ2) +
1

2
CL(ξ̇

2 + η̇2) + CTψ
2 (2.3)

Using the Euler-Lagrange method, the equations of kinetic and potential energy balance (Eq.
(2.1)), the Rayleigh dissipation function (Eq. (2.3)) and the non-linear equations of motion for
lateral and torsional vibrations of the rotor system (Eqs. (2.4)) are determined

ẍ− ε[θ̇2 cos(θ + β) + θ̈ sin(θ + β)] + Kxx

m
(x cos2 θ + y sin θ cos θ)

+
Kyy

m
(x sin2 θ − y sin θ cos θ) + CE

m
ẋ+

CL
m
(ẋ+ ωy) = 0

ÿ − ε[θ̈ cos(θ + β)− θ̈2 sin(θ + β)] + Kxx

m
(ysin2θ + x sin θ cos θ)

+
Kyy

m
(y cos2 θ − x sin θ cos θ)− g + CE

m
ẏ +

CL
m
(ẏ + ωx) = 0

θ̈ − mε

IO
[ÿ cos(θ + β)− ẍ sin(θ + β)] + mε2

IO
θ̈ +

m

IO

[2(Kxx −Kyy)

m
(x2 − y2) sin 2θ

− Kxx −Kyy

m
xy cos 2θ

]
+
KT

IO
(θ + ωt) +

2KT

IO
(θ̇ − ω) = 0

(2.4)

The next step of modelling is the transition for the non-linear equations of motion in the
fixed coordinates to the fixed complex coordinates by specifying the concurrent and backward
movement (Eq. (2.5)). Conversion to complex coordinates allows linearisation of the system
through coefficients

u = x+ jy u = x− jy (2.5)

Thus, having the system of equations of motion in the complex inertial coordinates, it can be
linearised assuming that the angle of torsion θ = ωt+ψ is close to the angle of rotation Φ = ωt,
where ψ is a relatively small angular displacement describing torsional vibration of the shaft. A
linearised Taylor series (Eqs. (2.6)) is used. In this step, the first expressions of decomposition
of the exponential function in Eq. (2.6)1 is taken. The non-linear elements have been skipped
(Gosiewski and Muszyńska, 1992). As a result of this procedure, we obtain linearised equations
of motion in the complex inertial coordinates, and using formulas (Eqs. (2.6)2−5), equations in
the real rotating coordinates are obtained

e±jψ = 1± jψ + . . . u = wejωt u = we−jωt

w = ξ + jη w = ξ − jη
(2.6)

Then the rotor model is determined by

ξ̈ = 2ωη̇ + ω2ξ − CE
m
(ξ̇ − ωη)− CL

m
ξ̇ − Kxx

m
ξ − εω2ψ sin β + 2εωψ̇ cos β

+ εψ̈ sin β + εω2 cos β + g sin(ωt)

η̈ = −2ωξ̇ + ω2η − CE
m
(η̇ − ωξ)− CL

m
η̇ − Kyy

m
η − εω2ψ cosβ + 2εωψ̇ sin β

+ εψ̈ cos β + εω2 sin β + g cos(ωt)

ψ̈ = −CT
IO
− mε2

IO
ω2ψ − KT

IO
ψ − ε

IO
Kyyξ sinβ +

ε

IO
Kxxη cosβ −

mε

IO
g cos(ωt + β)

(2.7)
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The coefficients of the rotor dynamic equation obtained in this way are time dependent,
which means that vibration of the rotor can be considered as parametric vibration. It is known
that vibrations of machines are unstable in a range of parameters. One of the rotor parameter
is the angular speed, which is changing while working. For the purpose of solving the eigenvalue
problem, free lateral and torsional vibration of the rotor should be determined. Free vibrations
are deprived of external excitations and are defined by the following equations

ξ̈ = 2ωη̇ + ω2ξ − CE
m
(ξ̇ − ωη)− CL

m
ξ̇ − Kxx

m
ξ − εω2ψ sin β

+ 2εωψ̇ cos β + εψ̈ sin β

η̈ = −2ωξ̇ + ω2η − CE
m
(η̇ − ωξ)− CL

m
η̇ − Kyy

m
η − εω2ψ cos β

+ 2εωψ̇ sin β + εψ̈ cos β

ψ̈ = −CT
IO
− mε2

IO
ω2ψ − KT

IO
ψ − ε

IO
Kyyξ sin β +

ε

IO
Kxxη cos β

(2.8)

Using the Laplace transformation, differential equations (2.8) take the form of coupled equ-
ations with the complex variable s = −jω



A1d(s) −Bd(s) −D(s)
Bd(s) A2d(s) −F (s)
−H(s) −K(s) C(s)






ξ
η
ψ


 =



0
0
0


 (2.9)

where

A1d(s) = s
2 +
1

m
(CE + CL)s+

Kyy

m
− ω2 A2d(s) = s

2 +
1

m
(CE + CL)s +

Kxx

m
− ω2

Bd(s) = 2ωs+
CE
m
ω C(s) = s2 +

CT
IO

s+ mε2

IO
ω2 + KT

IO

D(s) = ε sin βs2 + 2εω cos βs− εω2 cos β F (s) = ε cos βs2 + 2εω sin βs− εω2 cosβ

H(s) = Kyy
ε

IO
sinβ K(s) = Kxx

ε

IO
cosβ

(2.10)

The determinant of the main matrix in equation (Eq. (2.9)) is the characteristic polynomial
of the rotor model. Comparing this characteristic polynomial to zero, poles of the system are
obtained.

Using such a characteristic equation, stability of the system can be determined. When the
system is stable, all elements (poles) of the characteristic equation have negative real parts.
Checking the roots of the characteristic equation in the rotational speed of the rotor ω characte-
ristic shows that the speed of the rotor is stable. The rotor parameters are chosen to correspond
to real machines (Sawicki et al., 2004). The map in Fig. 2 shows the course of the poles de-
pending on the rotating speed. Unstable rotating speed occurs when the poles change the sign
in the real part. Furthermore, unstable rotating speed occurs when the imaginary part of the
trajectories intersect (Gosiewski, 2008a,b). The first area corresponds to the natural frequency

ω1 ∼= (
√
Kxx/m+

√
Kyy/m)/2, the second ω2 ∼=

√
KT /IO − (

√
Kxx/m+

√
Kyy/m)/2 and the

third ω3 ∼=
√
KT /IO + (

√
Kxx/m+

√
Kyy/m)/2.

Real parameters listed in Table 1 are chosen for the model in order to emphasize the impor-
tance of examining real life applications.
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Fig. 2. Distribution poles in the rotation frequency

Table 1. Simulation parameters (Sawicki et al., 2004)

Physical parameters Value Units

Disk mass m 20 kg

Disk polar moment of inertia IO 0.3 kg/m2

Shaft stiffness Kxx 8.82 · 105 N/m

Shaft stiffness Kyy 8.42 · 105 N/m

Torsional shaft stiffness KT 9.00 · 105 N/m

Range of stiffness ∆K 10%

Unbalance eccentricity ε 1.5 · 10−3 m

Unbalance phase angle β 30 degrees

Lateral damping ratio CL 0.01 –

External damping ratio CE 0.01 –

Torsional damping ratio CT 0.001 –

3. Realization of the fractional order controller

There are many methods of finding integer or discrete transfer functions which approximate a
fractional derivative. For example, Merrikh-Bayat (2011) approximated the transfer function of
controller with an integer order transfer function. Valsa and Brancik (1998) used the inverse
Laplace transformations, and more methods can be found in Vinagre et al. (2000)

The Oustaloup Recursive Approximation (ORA) is widely used in finding a rational integer-
-order approximation for fractional-order integrators and differentiators of the form sr, where
r ∈ (−1, 1) and is defined by Eq. (3.1) (Merrikh, 2012; Oustaloup et al., 2000; Vinagre et al.,
2000)

sr ≈ k
N∏

n=1

1 + s
ωz,n

1 + s
ωp,n

(3.1)
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where Eq. (3.1) is determined by Eqs. (3.2)

ωz,1 = ωl
√
η ωp,n = ωz,nα n = 1, . . . , N

ωz,n+1 = ωp,nη, n = 1, . . . , N − 1 α =
(ωh
ωl

) r
N

η =
(ωh
ωl

) 1−r
N

(3.2)

where N is the number of poles and zeros, ωh is high transitional frequency, ωl is low frequency,
ωu is the unit gain frequency and the central values of a band of frequencies geometrically
distributed around it and defined by ωu =

√
ωlωh. The Oustaloup-Recursive-Approximation for

a fractional order differentiator enable one to obtain the transfer function of an integral element
of the order of 1/2 (Xue et al., 2001). The following variables should be given: r – fractional
order as in sr, where r is a real number, N – order of the finite transfer function approximation
for both (num/den), ωl – low frequency limit of the range of frequency of interest, ωh – upper
frequency limit of the range of frequency of interest. The frequencies ωl and ωh should be selected
before approximation of the integer element of the fractional PIλD controller. If the frequency
of the input signal is in a different range than ωl and ωh, the fractional PI

λD controller will not
be able to work properly – the integer part of the controller will not act like a integer.
In further simulation, λ = 1/2, ωl = 3 · 104Hz, ωh = 2 · 10−4 Hz and N = 1, 5, 11 are

considered.
Figure 3 shows a comparison of a fractional order with the classical order in the Bode

characteristic. As it can be seen, the 11-th approximation of the integrator element gives a
sufficient result for the factor in the integrator description and gives similar results for the
phase characteristic to the classical order. According to the range of frequencies, the systems
have different quality of control. If the order of approximation increases, the ripple of phases
decreases.

Fig. 3. Comparison of the fractional order with the classical order in the Bode characteristic

In Fig. 4, a comparison of the poles-zeros plot of different approximations of the fractional
integer with the classical integer are shown. From this characteristic, several numbers of poles
and zeros of the systems have been received. All systems are within stability boundary and do
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not have imaginary parts. With increasing approximation, the zeros and poles move closer to
the area of stability.

Fig. 4. Comparison of the fractional order with the classical order in poles-zeros map

Figure 5 shows the step response of a different number of approximations of the integrator
used in the fractional order controller. The comparison shows that the system with a lower
number of approximations achieves faster the set point.

Fig. 5. Comparison of the fractional order with the classical order on the step response

In the low range of frequencies the integral element behave like a proportional element, in the
higher range like an object with damped signals. This leads to non-linear action of the integral
element which can precipitate internal signal saturation for long prevalence of a fixed offset value
and “low pass filter” in the case of a large dynamic offset.

4. Open-loop and closed-loop system

Free vibration at a stable speed (30Hz), close to the first unstable speed, is shown in Fig. 6.
Vibration along the axis η and ξ have similar amplitudes and are shifted in phase by π/2 rad in
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which the controller can work with information about the value ξ. Vibration of ψ depends on η
and ξ, so if η and ξ are minimized then, vibration of ψ is also minimized.

Fig. 6. Free vibration of the rotor, (a) vibration of ξ, (b) vibration of η, (c) vibration of ψ

The classical PID controller and fractional PIλD controller have been designed for stable
rotation speed ω = 30Hz. The rotating speed ω = 30Hz has been selected as a stable speed
by the characteristic shown in Fig. 2. This vibrations have the amplitude in constant value
(not increasing). Vibrations in the ξ, η axes have similar amplitudes and differ by a phase shift
π/2 rad from each other. The controller measuring the amplitude of vibration in the ξ axis does
not need the information in the η axis because of the similarity. Vibrations in the ψ axis are
coupled with vibrations in the ξ and η axes by the stiffness matrix (Eq. (2.4)). Minimising the
vibrations in the ξ and η vertical axis decreases the vibrations of the ξ and η directions.

The concept of realization of the rotor vibration controller consists in measuring the amplitu-
de of vibration in the ξ axis and varying the stiffness of the active supports within the range ∆K
(Fig. 7). The controller changes the transverse stiffness of the system by adding to the initial
stiffness Kxx, and Kyy by adding the processing stiffness ∆K. The final value of stiffness is
∆Kxx = ∆Kyy = Kxx +∆K = Kyy +∆K (Fig. 7).

The controller settings for the rotating speed ω = 30Hz are shown in Table 2. The first
case is tuned for the PIλD controller, the second one for a classical PID controller. As the two
elements of the controller do not differ in structure and the integral component I acts similarly
in both cases, the responses of the controls have been tested for the same two settings.

Simulations have been carried for two stable rotating speeds (30Hz, 36Hz) and one unstable
rotating speed (32Hz). The results are shown in Figs. 8-10 and in Table 3.

Simulations of rotor vibrations have been carried out at a constant rotating speed. Simula-
tions present only vibration in the ξ axis. All results of the simulstion are presented in Table 3.
To present stable vibrations of the rotor, the operation of the controller has been started at the
second second of simulation. In the first simulation at the rotating speed ω = 30Hz the con-
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Fig. 7. Close loop system

Table 2. Controller settings

Settings First case Second case Units

kp 1.4139 · 103 2.5194 · 103 –

Ti 14.9496 7.8666 s

kd 8 8 –

Td 1.69787 3.8445 s

Fig. 8. Comparison of controllers at the rotating speed 30Hz. Vibration in the ξ direction with
controllers with first settings (a) and with second settings (b)

trollers have first settings (Table 2). The settling time in the system with the fractional order
controller is shorter than in the classical PID controller (Fig. 9). The response of the system
with PIλD controllers for all order approximations has close settling time. The amplitude of
settling vibrations in the system with FOPID controllers is lower than in the system with the
classical PID controller.

In the next simulation, the second set of settings of the controllers (Table 2) with the same
rotor rotating speed (ω = 30Hz) has been used. The FOPID controllers are still better than
the classical PID controller. The systems with the FOPID controllers have a shorter settling
time and lower amplitudes of vibrations.

Next simulations present control vibration at an unstable rotating speed (ω = 32Hz) (Fig. 9).
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Fig. 9. Comparison of controllers at the rotating speed 32Hz. Vibration in the ξ direction with
controllers with first settings (a) and with second settings (b)

Fig. 10. Comparison of controllers at the rotating speed 36Hz. Vibration in the ξ direction with
controllers with first settings (a) and with second settings (b)

Because the amplitude of vibration goes to infinity, the controllers have been started at the
beginning of simulation. The systems with the classical PID controllers are characterized by
a better stablisation process. Simulations for systems with different order of approximations
of PIλD present various amplitudes for settling vibrations, but the settling times are constant.
With an increase in the order of the approximation, the amplitudes of settling vibrations decrease
for all settings of the controller. The systems with classical PID controllers have longer settling
times but achieve a lower amplitude of settling vibrations.

In the next part of the numerical research, the response of the close loop systems with
controllers have been tested at a stable speed 36Hz (Fig. 10). This is intended to test how the
settings and types of the controllers are resistant to a change in the rotating speed. In both
cases, overshoot is observable, but in the classical controller the overshoot has a smaller value
than in the fractional order controller. The vibrations in steady states of the system with the
fractional order controller reach smaller values.
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Table 3. Comparison of the simulations results

Controller Settings
Order of Rotating Settling Settling

of approximation speed [Hz] time [s] vibration [m]

PID

First case 30 18 9 · 10−4
32 19 5.6 · 10−3
36 10 6.4 · 10−4

Second case 30 12 5.6 · 10−4
32 14 4.1 · 10−3
36 4 6.1 · 10−4

First case 1-st, 5-th, 11-th 30 4 4.6 · 10−4
1-st, 5-th 32 12 1.06 · 10−2
11-th 32 12 1 · 10−2

1-st, 5-th, 11-th 36 4.5 6.8 · 10−4
PIλD Second case 1-st, 5-th, 11-th 30 3 5.2 · 10−4

1-st 32 10 1.39 · 10−2
5-th 32 10 1.37 · 10−2
11-th 32 10 1.3 · 10−2

1-st, 5-th, 11-th 36 6.5 6.7 · 10−4

5. Conclusion

Taking into account the coupling between torsional and bending vibrations for the Jeffcott model,
an analytical solution has been developed. The inclusion of Eq. (2.7)3 for torsional vibration is
used to achieve this result. Numerical simulations of the anisotropic rotor are carried out by
applying an unbalance excitation, gravity forces and a torsional excitation. The torsional and
lateral vibrations and the settling time are compared by using a different approach to control
theory. The classical controller and the fractional order controller are used in the closed loop
system. The investigations have been carried out on the effects of the type of controllers on
rotor vibration and revealed that PID controllers are more efficient around the point in which
they are tuned and have lower resistance to changes in the speed of rotation. For unstable
vibrations, better results give systems with the classical PID controller. The authors concluded
that a good approach to controlling vibration of the rotor at a stable speed is to build a system
with switching parameters of the FOPID controller relative to the rotational speed. A real life
problem may be still the proper choice of actuators corresponding to the reaction to changes
in the stiffness control signal of the rotor and, more specifically, in its bearing. However, the
proposed concept of a new method of control for an anisotropic rotor using a fractional order
controller requires experimental confirmation, which is underway.

Acknowledgements

The authors acknowledge the financial support by Faculty of Mechanical Engineering, Bialystok

University of Technology (MB/WM/7/2014).

References

1. Astrom K., Hagglund T., 1995, PID Controllers: Theory, Design and Tuning, Instrument
Society of America

2. Biswas A., Das S., Abraham A., Dasgupta S., 2009, Design of fractional-order PIλDµ con-
trollers with an improved differential evolution, Engineering Applications of Artificial Intelligence,
22, 343-350



1024 M. Czajkowski et al.

3. Gan C.B., Wang Y.H., Yang S.X., Cao Y.L., 2014, Nonparametric modeling and vibration
analysis of uncertain Jeffcott rotor with disc offset, International Journal of Mechanical Sciences,
78, 126-134

4. Gosiewski Z., 2008a, Analysis of coupling mechanism in lateral/torsional rotor vibrations, Journal
of Theoretical and Applied Mechanics, 46, 4, 829-844

5. Gosiewski Z., 2008b, Control-oriented modelling and control of rotor vibration, Acta Mechanica
et Automatica, 2, 2, 21-38

6. Gosiewski Z., Muszyńska A., 1992, Dynamics of Rotating Machinery (in Polish), Wydaw.
Wyższej Szkoły Inżynierskiej, Koszalin

7. Lalanne M., Ferraris G., 1998, Rotordynamics Prediction in Engineering, John Wiley & Sons
Ltd.

8. Ma H., Li H., Niu H., Song R, Wen B., 2013, Nonlinear dynamic analysis of a rotor-bearing-seal
system under two loading conditions, Journal of Sound and Vibration, 332, 6128-6154

9. Merrikh-Bayat F., 2011, Efficient method for time-domain simulation of the linear feedback
systems containing fractional order controllers, ISA Transactions, 50, 2, 170-176

10. Merrikh-Bayat F., 2012, Rules for selecting the parameters of Oustaloup recursive approxima-
tion for the simulation of linear feedback systems containing PIλDµ controller, Communications
in Nonlinear Science and Numerical Simulation, 17, 1852-1860

11. Oustaloup A., Levron F., Mathieu B., Nanot F., 2000, Frequency-band complex nonin-
teger differentiator: characterization and synthesis, IEEE Transactions on Circuits and Systems.
I: Fundamental Theory and Applications, 47, 1, 25-39

12. Podlubny I., 1999, Fractional-order systems and PIλDµ-controllers, IEEE Transactins on Auto-
matic Control, 44, 1

13. Sawicki J.T., Baaklini G.Y., Gyekenyesi A.L., 2004, Dynamic analysis of accelerating cracked
flexible rotor, Turbo ASME Turbo Expo Conference

14. Valsa J., Brancik L., 1998, Approximate formulae for numerical inversion of Laplace trans-
forms, International Journal of Numerical Modelling: Electronic Networks, Devices and Fields, 11,
153-166

15. Vinagre B.M., Podlubny I., Hernandez H., Feliu V., 2000, Some approximations of frac-
tional order operators used in control theory and applications, Fractional Calculus and Applied
Analysis, 3, 3, 231-248

16. Xue D., Chen Y.Q., Atherton D., 2001, Linear feedback control – analysis and design with
Matlab 6.5, Advances in Design and Control

Manuscript received March 17, 2015; accepted for print December 27, 2015



JOURNAL OF THEORETICAL

AND APPLIED MECHANICS

54, 3, pp. 1025-1037, Warsaw 2016
DOI: 10.15632/jtam-pl.54.3.1025

MODELLING OF THE VIBRATION EXPOSURE IN TYPICAL WORKING
MACHINES BY MEANS OF RANDOM INPUT SIGNALS

Igor Maciejewski, Tomasz Krzyżyński
Koszalin University of Technology, Faculty of Technology and Education, Koszalin, Poland

e-mail: igor.maciejewski@tu.koszalin.pl; tomasz.krzyzynski@tu.koszalin.pl

The aim of the paper is to formulate a generalized methodology of modelling random vibra-
tions that are experienced by machine operators during their work. In the following paper,
spectral characteristics of input vibrations are specified in such a way that the generated
excitation signals are representative for different types of working machines. These signals
could be used for determination and evaluation of risks from exposure to whole-body vibra-
tion.

Keywords: simulated input vibration, random vibration

1. Introduction

There are two basic sources of mechanical vibrations that can disturb proper functioning of
machines. The first one relates to systems that during their operation generate vibrations, e.g.
engine vibrations in the working machine (Preumont, 2002). The second class concerns systems
that vibrate due to external factors, e.g. cab vibrations of the machine that is moving over uneven
ground (Maciejewski and Krzyżyński, 2011; Nabaglo et al., 2013). Many sources of vibrations can
cause periodic or random reactions of machine elements (Sapiński and Rosół, 2007; Maślanka et
al., 2007). In such a situation, resonant states can be obtained and they may cause disturbances
in motion of individual machine elements. Resonant vibrations have an adverse effect on machine
functioning, and this can lead to their failure. In addition, vibrations have a negative influence
on health of operators of working machines.
Machine operators during their work are exposed to vibrations that are caused very often

by motion of machinery over uneven ground (Kowal et al., 2008; Snamina et al., 2013). In the
case of whole-body vibration, the seat of a vehicle or the platform of a worker vibrates and this
motion is transmitted into the human body. Under normal operating conditions, humans occupy
the following body positions (Griffin et al., 2006):

• sitting position (mechanical vibrations transmitted through pelvis) that precludes active
damping of vibration using lower limbs,

• standing position (mechanical vibrations transmitted through feet) that allows active dam-
ping of vibration in the low frequency range.

The basic positions of the human body at work are presented in Fig. 1. Harmful vibrations
can be transmitted to the human body in three orthogonal directions: longitudinal x, lateral y
and vertical z. Vibrations are defined by their magnitudes and frequencies. The magnitudes of
vibration are traditionally expressed as vibration acceleration, because most vibration transdu-
cers produce an output that is related to the acceleration signal. Frequencies appearing in the
random whole-body vibration environment usually occur between 1 and 20Hz (Krzyzynski et
al., 2004). Exposure to whole-body vibration causes motions and forces within the human body
that may cause discomfort, adversely affect working performance and cause health and safety
risk (Griffin et al., 2006).



1026 I. Maciejewski, T. Krzyżyński

Fig. 1. Positions of the human body at work: sitting position (a), standing position (b)

The basic opportunity to minimise harmful vibrations consists in applying a vibration reduc-
tion system that prevents propagation of mechanical vibrations from their source to the isolated
body (Kowal et al., 2008). Dynamic characteristics of a vibration isolator should be selected
for a specific application in such a way that the vibrations transmitted from the source to the
body are minimal (Snamina et al., 2013). In order to analyze dynamics of a vibration isolation
system, the excitation signal with specific spectral characteristics should be used. Unfortuna-
tely, there are no effective methods for generating signals representing the working of different
machinery. In the papers [3], [7], [8], the target spectral characteristics are only standardised for
the simulated input vibration test in the vertical direction. There is a lack of effective procedu-
res of generating the time history of random signals with precisely defined spectral properties.
In addition, it is not known how to reproduce the excitation signals based on the measured
spectral characteristics (Bluthner et al., 2008), especially in horizontal directions (lateral and
longitudinal).
In the following paper, an effective method of reproducing random vibration in different

types of working machines is proposed for the purpose of selecting dynamic characteristics of
vibration reduction systems. At first, machines having similar operational vibration are grouped
by virtue of various mechanical characteristics. Then a signal generator is utilized to generate
random vibration and an original signal processing technique is used in order to obtain the
spectral characteristics representing vibration in a specific group of machines.

2. Modelling of the vibration reduction system

The general model of the vibration reduction system used in typical working machines is pre-
sented in Fig. 2. The suspended body is isolated against harmful vibrations in three orthogonal
directions: longitudinal x, lateral y and vertical z. The passive visco-elastic elements are used in
order to minimise the human exposure to whole-body vibration. Rotation vibrations around each
axis of the Cartesian coordinate system (x, y, z) are neglected in this simplified model. Ongoing
research (Maciejewski et al., 2011) indicates that the exposure of workers to risks arising from
vibration are evaluated for translational axes, therefore in this paper, vibro-isolation properties
are discussed for this specific direction. The equation of motion for such a system is formulated
in the matrix form

Miq̈i +Diq̇i +Ciqi = Fsi i = x, y, z (2.1)
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where qi is the displacement vector of the isolated body, Mi, Di, Ci are the inertia, damping
and stiffness matrices, respectively, Fsi is the vector of exciting forces describing the non-linear
vibration isolator.

Fig. 2. General model of the non-linear vibration reduction system used in typical working machines

There are dozens of human body models presented in the modern literature (Rutzel et al.,
2006; Stein et al., 2007; Toward and Griffin, 2011). Usually, there are multi-degree of freedom
lumped parameter models that consider the seating and standing position. In this paper, the
generalised mathematical model of vibration reduction system is presented that allows one to
use various bio-mechanical structures of the well-known human body models. The n-element
vector qi represents the movement of elements contained in the bio-mechanical model of the
human body

qi = [q1i, q2i, . . . , qni]
T i = x, y, z (2.2)

where: q1i, q2i, . . . , qni are displacements of the human body model. The n-element vector of
exciting forces Fsi is given by the following expression

Fsi = [Fsi, 0, . . . , 0]
T i = x, y, z (2.3)

The particular non-linear exciting forces Fsi can be described in a general form as follows

Fsi =
l∑

k=1

Fdik(q̇1i − q̇si) +
l∑

k=1

Fcik(q1i − qsi) i = x, y, z (2.4)

where: Fcik(q1i − qsi) are non-linear functions including force characteristics of the conservative
elements as a function of the system relative displacement q1i − qsi, Fdik(q̇1i − q̇si) are non-
-linear functions including force characteristics of the dissipative elements as a function of the
system relative velocity q̇1i − q̇si. These non-linear characteristics should be selected especially
for well-defined input vibrations by using appropriate element models. Exemplary models can
be found in the authors’ previous paper (Maciejewski et al., 2011). The input displacement qsi
and velocity q̇si are modelled as discrete-time random signals that are generated for the specific
direction of vibration exposure (i = x, y, z).
Modelling of the random vibration acceleration q̈si(t) occurring in typical working machines

is presented in the next part of the following paper. The elaborated signal models allow one to
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test a variety of vibration reduction systems by means of the laboratory measurements and/or
numerical simulations. The proposed method can be used for generating signals specified by
the present test standards, see [3], [7], [8] and also for reproducing signals measured by other
authors (Bluthner et al., 2008). The requirements regarding limitations of the vibration simulator
(shaker) can be found in International Standards ([3], [7], [8]). Safety requirements for the test
person are exhaustively discussed in ISO-2613 [6].

3. Random signal generator

The simulated input vibration is generated using a normally (Gaussian) distributed random
numbers (rand) that produces a waveform

q̈sij(t) =
√
σ2sijrand

( tk
ts

)
i = x, y, z j = 1, . . . , l (3.1)

where: qsij(t) is vibration acceleration generated in the direction x, y, z, j = 1, . . . , l is the number
of signal generator, σ2sij is the variance of random numbers, t is the current time instant, tk is
the computation time, ts is the time interval between samples.

In order to simulate the effect of white noise with a correlation time near 0 and a flat
power spectral density, a sampling time should be much smaller than the fastest dynamics of
the system. For intended analysis with high resolution, an acceptable random signal can be
achieved by specifying the sampling frequency 100 times (or more) of the maximal frequency
of the system to be tested. Therefore, the time interval between samples of the random signal
is ts = 0.01/fmax, where fmax is the maximal frequency of the system in Hz. For generation of
vibration up to 20 Hz, the maximal frequency of the random signal is set to 25Hz.
The probability density function of a normally distributed random signal can be described

using the following relation

p(q̈sij(t)) =
1√
2πσ2sij

exp
(
− 1
2σ2sij

q̈2sij(t)
)

i = x, y, z j = 1, . . . , l (3.2)

The time plot of a stochastic signal q̈sij(t) is shown in Fig. 3a, and its histogram on the back-
ground of the probability density function is illustrated in Fig. 3b.

Fig. 3. Input vibration generated as a normally distributed random process (a) and its histogram (grey
box) on the background of the probability density function (black line) (b)

The spectral properties of the generated random signal have to be close to white noise, so
the power spectral density (PSD) should be flat in the considered frequency range, and the
correlation time of a time series shall be close to zero (Bendat and Piersol, 2004). The power
spectral density and the normalized auto-correlation of the generated signal are presented in
Fig. 4.
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Fig. 4. Power spectral density (a) and normalized autocorrelation (b) of the generated random signal

4. Signal processing technique

An original signal processing technique is proposed in order to obtain specific spectral proper-
ties of the generated random signal. This technique involves the making use of a set of the
Butterworth filters (high-pass and low-pass). A block diagram of the proposed signal processing
technique is shown in Fig. 5.

Fig. 5. Block diagram of the proposed signal processing technique

Transfer functions for the linear Butterworth filters are defined in the following way (Parks
and Burrus, 1987):
— high-pass filter

GHPsij(s) =
sn

sn + an−1sn−1 + . . .+ a1s+ 1
i = x, y, z j = 1, . . . , l (4.1)

— low-pass filter

GLPsij(s) =
1

sn + an−1sn−1 + . . .+ a1s+ 1
i = x, y, z j = 1, . . . , l (4.2)

where: a1 to an are the coefficients of the Butterworth filter specified in Table 1, n is the order
of the filter, s is the Laplace variable, j = 1, . . . , l is the number of filters used.
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Table 1. Coefficients of the Butterworth filter a1, . . . , an for different filter orders n

n a1 a2 a3 a4 a5 a6 a7

2 1.414 – – – – – –

3 2.000 2.000 – – – – –

4 2.613 3.414 2.613 – – – –

5 3.236 5.236 5.236 3.236 – – –

6 3.863 7.464 9.141 7.464 3.863 – –

7 4.493 10.097 14.591 14.591 10.097 4.493 –

8 5.125 13.137 21.846 25.688 21.846 13.137 5.125

The high-pass and low-pass filters (Eqs. (4.1) and (4.2)) allows one to create the required
band-pass filter for a specified frequency bandwidth. A combination of the high-pass and low-
-pass filters at the defined cut-off frequency and filter order provides generating of the input
vibration with various spectral characteristics. The transfer function of the total filter is defined
as follows

Gsi(s) =
Nsi(s)

Dsi(s)
=

l∑

j=1

GHPsij(s)GLPsij(s) i = x, y, z j = 1, . . . , l (4.3)

where: Nsi(s) and Dsi(s) are the numerator and denominator polynomials that represent a
combination of the Butterworth filters shown in Fig. 5.
The transfer function (Eq. (4.3)) is especially useful when analyzing the proposed filter

stability. If all poles of this transfer function have negative real parts, then the filter is considered
as asymptotically stable. However, the filter is unstable when any pole has a positive real part.
Therefore, all poles in the complex s-plane should be located in the left half plane to ensure
filter stability, which can be described by the following relation

Re(Dsi(s)) < 0 i = x, y, z (4.4)

Pole distribution in the complex s-plane for unstable and stable filter is shown in Fig. 6.

Fig. 6. Pole distribution in the complex s-plane: unstable filter (a), stable filter with stability margin (b)

The input vibration is defined by a power spectral density of the vertical acceleration and by
the root mean square value of the acceleration signal. The target magnitude PSDsi(2πf) of the
power spectral density function can be calculated with the assistance of the following equation

PSDsi(2πf) =
l∑

j=1

2σ2sij
fs

∣∣∣(GHPsij(2πf))2(GLPsij(2πf))2
∣∣∣ i = x, y, z

j = 1, . . . , l
(4.5)
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where: f is the frequency in Hz, σ2sij is the signal variance in a specified frequency bandwidth,
fs is the sampling frequency. The curve defined by Eq. (4.5)) consists of target power spectral
density to be produced for the simulated input vibration (Fig. 7).

Fig. 7. Target power spectral density of the simulated input vibration

The power spectral density of the simulated acceleration signal is considered to be represen-
tative for different types of working machines if and only if ([3], [7], [8]):

• the magnitude of simulated input is within the tolerance of the target power spectral
density function PSDsi(2πf)± 0.1maxf (PSDsi(2πf)),
• the root mean square (RMS) value of simulated input acceleration is within the tolerance
of the required value (q̈si)RMS ± 0.05(q̈si)RMS .

The root mean square value of the acceleration signal is defined using the following relation

(q̈si)RMS =

√√√√√ 1
tk

tk∫

0

(q̈si(t))2 dt i = x, y, z (4.6)

where: q̈si(t) is the time history of input vibration and tk is the duration within which vibration
data for analysis is obtained.

5. Spectral estimation method

A novel method is proposed in order to evaluate parameters (signal variances and filter cut-off
frequencies) of the system presented in Fig. 5. Such a parametric method allows one to find the
system configuration with a magnitude response approximating the desired function (Fig. 8).
Therefore, a random signal with the user-defined spectral properties can easily be generated.
This is the essence of the importance and novelty of the authors’ method in comparison with
the spectral estimation methods used by most authors. The proposed method applies the least
square error (LSE) minimization technique over the frequency range of the filter response.
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Fig. 8. Magnitude response (—) approximating the desired function (- - -)

The least square error of the specified frequency response is described in the following form

LSEsi =

√√√√
m∑

k=1

(
PSDsi(2πfk)− P̂SDsi(2πfk)

)2
i = x, y, z (5.1)

where: PSDsi and P̂SDsi are the desired and estimated power spectral densities that are obtained
for the same frequency value fk.

The error minimization includes design parameters having an influence on the spectral cha-
racteristics of the generated signal as follows

min
σ2
sij
,fHPsij ,fLPsij

LSEsi(σ
2
sij , fHPsij, fLPsij) i = x, y, z j = 1, . . . , l (5.2)

where: σ2sij is the variance of the random signal, fHPsij and fLPsij are the cut-off frequencies of
the high-pass and low-pass Butterworth filters, respectively.

The problem of minimizing the objective function (Eq. (5.2)) of several parameters (decision
variables) is defined subject to linear inequality constraints on these variables

(σ2sij)min ¬ σ2sij ¬ (σ2sij)max
(fHPsij)min ¬ fHPsij ¬ (fHPsij)max i = x, y, z j = 1, . . . , l

(fLPsij)min ¬ fLPsij ¬ (fLPsij)max
(5.3)

where: (σ2sij)min and (σ
2
sij)max are the lowest and highest value of the signal variance, (fHPsij)min

and (fHPsij)max are the lowest and highest value of the cut-off frequencies of the high-pass filter,
(fLPsij)min and (fLPsij)max are the lowest and highest value of the cut-off frequencies of the
low-pass filter.

Additionally, nonlinear inequality constraints are imposed on the objective function (Eq.
(5.2)) to restrict the filter cut-off frequencies in the following order

fHPsi1 ¬ fLPsi1 ¬ fHPsi2 ¬ fLPsi2, . . . ,¬ fHPsij ¬ fLPsij
i = x, y, z
j = 1, . . . , l

(5.4)

where: j = 1, . . . , l is the number of low-pass (LP) and high-pass (HP) filters used to estimate
the input vibration in different directions (i = x, y, z).
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The multiple correlation coefficient (R) is employed in order to measure how successful is the
approximation in explaining the variation of the optimisation results. This coefficient is defined
as follows

Rsi =

√√√√√√√1−
∑m
k=1

(
P̂SDsi(2πfk)− PSDsi(2πfk)

)2

∑m
k=1

(
PSDsi(2πfk)− PSDsi(2πfk)

)2 i = x, y, z (5.5)

where: P̂SDsi is the estimated power spectral density for the directions x, y, z, PSDsi is the
desired power spectral density, PSDsi is the mean value of the desired power spectral density,
fk is the discrete value of frequency. The coefficient Rsi can take any value between 0 and 1,
with a value closer to 1 indicating a better estimation of the power spectral density.

6. Vertical vibration

The standards ([3], [7], [8]) specify the laboratory simulated vertical vibration (z-axis) that is
based on representative measured data from different types of machines in typical working con-
ditions. The input spectral classes are defined for machines having similar mechanical characteri-
stics. The test inputs indicated in these standards are based on a large number of measurements
taken in situ of working machines while they were used under severe operating conditions.
International Standard ISO 7096 [7] specifies input vibrations for earth-moving machinery in

nine spectral classes (EM1-EM9). British Standard BS EN 13490 [3] defines the input spectral
classes required for industrial trucks (IT1-IT4). ISO 5007 standard [8] specifies input vibration
in three input spectral classes (AG1-AG3) for agricultural tractors with rubber tyres, unsprung
rear axles and no low-frequency cab isolation. Each class defines a group of machines having
similar vibration characteristics.
All of these standards completely designate high-pass and low-pass filters of the Butterworth

type that are required for generating vibration along the vertical axis. Numerical values of the
cut-off frequencies and filter orders are presented in Table 2. The vibration characteristics for
selected input spectral classes, i.e. EM1, EM5-EM7, IT2-IT3, AG1-AG2 and their tolerances,
are shown in Fig. 9. The desired and obtained root mean square values of the acceleration signal
are defined in Table 2.

Table 2. Parameters of the input vibration generated for different types of working machines

Signal generators High-pass filters Low-pass filters Results

σ2sij , [(
m
s
2)2] fHPsij [Hz] nHPsij fLPsij [Hz] nLPsij (q̈si)RMS , [

m
s
2]

Type of Input
i

j j j j j Desi- Obta-
machines vibration 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 red ined

Earth EM1 z 282 – – 1.5 – – 4 – – 2.5 – – 4 – – 1.71 1.67
moving EM5 z 111 – – 1.5 – – 4 – – 3.5 – – 1 – – 1.94 2.10
machinery EM6 z 79 – – 6.5 – – 2 – – 9 – – 2 – – 1.65 1.70

EM7 z 925 – – 3 – – 8 – – 3.5 – – 8 – – 2.25 2.27
Industrial IT2 z 145 – – 3 – – 4 – – 3 – – 2 – – 1.05 1.05
trucks IT3 z 60 – – 1.5 – – 4 – – 3 – – 4 – – 0.96 0.94

Agricultural AG1 z 925 – – 3 – – 8 – – 3.5 – – 8 – – 2.26 2.27
tractors AG2 z 722 – – 2.1 – – 8 – – 2.6 – – 8 – – 1.94 1.91
Agricultural AT1 x 335 51 27.1 2 5.2 9.7 8 4 4 2.4 5.7 12 4 4 4 1.62 1.69
tractor y 728 165 27.3 1.1 3 7.7 8 4 4 1.3 3.4 10 8 4 4 1.86 1.84
Articulated AL1 x 7.9 6,8 3.7 0.2 1.3 5.7 8 4 4 1.2 2.3 7 8 4 2 0.50 0.49
truck y 15.7 21.9 1.8 0.4 2 6 4 8 4 1.5 2.4 14 4 8 2 0.62 0.63
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Fig. 9. Power spectral densities of simulated vertical input vibration (—) for spectral classes: EM1 (a),
EM5 (b), EM6 (c), EM7 (d), IT2 (e), IT3 (f), AG1 (g), AG2 (h) and their tolerances (- - -)

7. Horizontal vibration

In contrary to vertical vibration, there are no standardised signals available for the horizontal
directions (x-axis and y-axis). Therefore, this paper specifies input vibrations for selected spectral
classes and each class consisting of longitudinal and lateral cabin floor vibration for particular
working machines performing a specific operation. In the paper by Bluthner et al. (2008), the
test inputs were measured as a part of the study that has been done within the framework of
the European research project VIBSEAT. They do not have sufficient magnitudes to cover the
majority of actual spectra observable on the field. The determination of representative spectra
represents a large amount of work which is not the purpose of this paper.
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There are no designated Butterworth filters that are desired for generating vibration along
the horizontal axes. Therefore, at first, PSD functions of these signals are determined using the
spectral estimation method shown in Section 5. Then the variance of random signals and the
cut-off frequencies of filters are evaluated using the objective function described by Eq. (5.2).
Numerical values of the design parameters are presented in Table 2. The spectral characteristics
of measured, estimated and simulated input vibrations, i.e. AT1, AL1 and their tolerances for
the x and y axes, are shown in Fig. 10. The desired and obtained root mean square values of
the acceleration signal are defined in Table 2.

Fig. 10. Power spectral densities of measured (- - - ), estimated (—) (left-hand side) and simulated (—)
(right-hand side) horizontal input vibrations for spectral classes: AT1 x-axis (a), (b),
AT1 y-axis (c), (d), AL1 x-axis (e), (f), AL1 y-axis (g), (h) and their tolerances (-·-·-)
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8. Conclusions

In this paper, the theoretical models of simulated input vibrations are developed in such a way
that the specific spectral properties of signals are obtained using the original filtration technique.
This is the basis of the proposed procedure for generating random vibration that is representative
for vibrations affecting the operators at work. The models developed in this paper can be used
to reproduce the real working conditions of vibration reduction systems in different types of
machines. Investigations carried out using the proposed signals should assist a selection process
of vibro-isolation properties of systems for different spectral classes of the input vibrations.
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In this paper, we propose a new approach for taking into account uncertainties based on
the projection on polynomial chaos. The new approach is used to determine the dynamic
response of a spur gear system with uncertainty associated to gear system parameters. The
simulation results are obtained by the polynomial chaos approach for dynamic analysis
under uncertainty. The proposed approach is an efficient probabilistic tool for uncertainty
propagation. It has been found to be an interesting alternative to the parametric studies.
The polynomial chaos results are compared with Monte Carlo simulations.
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1. Introduction

The gearing is the best solution to transmit rotational motion and torque, which offers numerous
advantages (Dalpiaz et al., 1996) including mechanical reliability. Furthermore, its mechanical
efficiency is of the order of 0.96 to 0.99. But today, several applications require gear transmissions
to be more and more reliable, light and having long service life. This requires control of the
acoustic broadcast and vibratory behavior of such gearings (Begg et al., 2000).

Several parametric studies (coefficient of friction, assembly of defects, manufacturing defects,
eccentricity default,...) have shown great sensitivity of the dynamic behavior of gear systems.
However, these parameters assume strong dispersions (Guerine et al. 2015a,b). Therefore, it
becomes necessary to take into account the uncertainties to ensure the robustness of the analysis.
Also, there are several studies on reliability in vibration structures taking into account these
uncertainties (Abo Al-kheer et al., 2011; El Hami et al., 1993, 2009; El Hami and Radi, 1996).

Several methods are proposed in the literature. Monte Carlo (MC) simulation is a well-known
technique in this field (Fishman, 1996). It can give the entire probability density function of
any system variable, but it is often too costly since a great number of samples are required
for reasonable accuracy. Parallel simulation (Papadrakakis and Papadopoulos, 1999) and proper
orthogonal decomposition (Lindsley and Beran, 2005) are some solutions proposed to circumvent
the computational difficulties of the MC method.

Polynomial chaos expansion (PCE) is presented in the literature as a more efficient probabi-
listic tool for uncertainty propagation. It was first introduced by Wiener (1938) and pioneered
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by Ghanem and Spanos (1991) who used Hermite orthogonal polynomials to model stochastic
processes with Gaussian random variables. The exponential convergence of such an expansion
was shown by Cameron and Martin (1947) and then was generalized to various continuous and
discrete distributions using orthogonal polynomials from the so called Askey-scheme (Askey and
Wilson, 1985; Xiu and Karniadakis, 2003).

Polynomial chaos (PC) gives a mathematical framework to separate stochastic components
of a system response from deterministic ones. The stochastic Galerkin method (Babuska et al.,
2004; Le Mâıtre et al., 2001), collocation and regression methods (Isukapalli et al., 1998a,b;
Crestaux et al. 2009) are used to compute deterministic components called stochastic modes
in an intrusive and non-intrusive manner while random components are concentrated in the
polynomial basis used. Non-intrusive procedures prove to be more advantageous for stochastic
dynamic systems since they need no modifications of the system model, contrary to the intrusive
method. In the latter, Galerkin techniques are used to generate a set of deterministic coupled
equations from a stochastic system model, and then a suitable algorithm is adapted to obtain
stochastic modes.

The capabilities of polynomial chaos have been tested in numerous applications, such as
treating uncertainties in environmental and biological problems (Isukapalli et al., 1998a,b), in
multibody dynamic systems (Sandu et al., 2006a,b), in solving ordinary and partial differential
equations (Williams, 2006; Xiu and Karniadakis, 2002), in component mode synthesis techni-
ques (El Hami and Radi, 1996, Sarsri et al., 2011) and parameter estimation (Saadet al., 2007;
Blanchard et al., 2009; Smith et al., 2007).

The main originality of the present paper is that the uncertainty of gear system parameters
in the dynamic behavior study of the one stage gear system is taken into account. The main
objective is to investigate the capabilities of the new method to determine the dynamic response
of a spur gear system subject to uncertain gear parameters. So, an eight degree of freedom
system modelling the dynamic behavior of a spur gear system is considered. The modelling of a
one-stage spur gear system is presented in Section 2. In the next Section, the theoretical basis
of the polynomial chaos is presented. In Section 4, the equations of motion for the eight degrees
of freedom are presented. Numerical results are presented in Section 5. Finally in Section 6, to
conclude, some comments are made based on the study carried out in this paper.

2. Modelling of a one-stage gear system

The global dynamic model of a one-stage gear system is shown in Fig. 1. This model is composed
of two blocks (j = 1, 2). Each block (j) is supported by a flexible bearing whose bending stiffness
is kxj and the traction-compression stiffness is k

y
j .

Wheels (11) and (22) characterize respectively the motor side and the receiving side. The
shafts (j) admit some torsional stiffness kθj .

Angular displacements of each wheel are noticed by θ(i,j) with the indices j = 1 to 2 designa-
ting the number of the block, and i = 1 to 2 designate the two wheels of each block. Moreover,
linear displacements of the bearing denoted by xj and yj are measured in the plane which is
orthogonal to the wheels axis of rotation.

In this study, we model the gear mesh stiffness variation k(t) by a square wave form (Fig. 2).
The gear mesh stiffness variation can be decomposed in two elements: an average component
denoted by kc, and a time variant one noted by kv(t) (Walha et al., 2009).

The extreme values of the mesh stiffness are defined by

kmin = −
kc

2εα
kmax = −kmin

2− εα
εα − 1 (2.1)
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Fig. 1. Global dynamic model of the one stage gear system

Fig. 2. Modelling of the mesh stiffness variation

where εα and Te represent respectively the contact ratio and mesh period corresponding to the
two gearmesh contacts.

3. Polynomial chaos approach

In this Section, we propose a new method based on the projection on polynomial chaos. This
method consists in projecting stochastic desired solutions on a basis of orthogonal polynomials
in which variables are Gaussian orthonormal. The properties of the base polynomial are used
to generate a linear system of equations by means of projection. The resolution of this system
leads to an expansion of the solution on the polynomial basis, which can be used to calculate
the moments of the random solution. With this method, we can easily calculate the dynamic
response of a mechanical system.

Let us consider a multi-degrees of freedom linear system with mass and stiffness matrices
MT andKT , respectively. The equations of motion describing forced vibration of a linear system
are

MT üT (t) +KTuT (t) = fT (t) (3.1)

where uT is the nodal displacement vector and fT is the external excitation.
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The chaotic polynomials ψm corresponding to the multidimensional Hermite polynomials
obtained by formula (3.2)

ψm(α1, . . . , αP ) = (−1)P e
(
1
2
αTα

)
∂P e

(
1
2
αTα

)

∂α1 · · · ∂αP
(3.2)

where α is the vector grouping the random variables

αT = [α1, . . . , αP ] (3.3)

The random mass and stiffness matrices MT and KT of the mechanical system can be written
as

MT = [MT ]0 + M̃T KT = [KT ]0 + K̃T (3.4)

where [MT ]0 and [KT ]0 are deterministic matrices, M̃T and K̃T correspond to the random
part of the mass and stiffness matrices. M̃T and K̃T are rewritten from an expression of the
Karhunen-Loeve type (Ghanem and Spanos, 1991) in the following form

M̃T =
P∑

p=1

[MT ]pαp K̃T =
P∑

p=1

[KT ]pαp (3.5)

where αp is an independent Gaussian random variable which may correspond to the first poly-
nomial ψp, while the matrices [MT ]p and [KT ]p are deterministic.
We pose α0 = 1, we can write then

MT =
P∑

p=0

[MT ]pαp KT =
P∑

p=0

[KT ]pαp (3.6)

In the same way, we can write for fT

fT =
P∑

p=0

{fT }pαp (3.7)

The dynamic response is obtained by solving the following equation, knowing that the initial
conditions are predefined

KequT (t+∆t) = Feq (3.8)

where

Keq = KT + a0MT

Feq = fT (t+∆t) +MT [a0uT (t) + a1u̇T (t) + a2üT (t)]
(3.9)

where

a0 =
1

A∆t2
a1 =

B

A∆t
a2 =

1

A∆t
(3.10)

A and B are the parameters of the Newmark method. uT (t+∆t) is decomposed on polynomials
to P Gaussian random orthnormal variables, where P is the number of random variables

uT (t+∆t) =
N∑

n=0

{uT (t+∆t)}n ψn({αi}Pi=1) (3.11)
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where N is the polynomial chaos order. It is the degree of polynomial chaos. Keq and Feq are
written in the following form

Keq =
P∑

p=0

[KT ]pαp + a0

P∑

p=0

[MT ]pαp =
P∑

p=0

[Keq2]pαp

Feq =
P∑

p=0

{fT (t+∆t)}pαp +
P∑

p=0

[MT ]pαp
(
a0{uT (t)}0 + a1{u̇T (t)}0 + a2{üT (t)}0

)

=
P∑

p=0

{Feq2}pαp

(3.12)

Substituting Eqs. (3.11) and (3.12) into Eq. (3.8) and forcing the residual to be orthogonal to
the space spanned by the polynomial chaos ψm, yields the following system of linear equations

P∑

p=0

N∑

n=0

[Keq2]p{uT }n〈αp ψn ψm〉 =
P∑

p=0

{Feq2}p〈αp ψm〉 m = 0, 1, . . . , N (3.13)

where 〈· ·〉 denotes the inner product defined by the expectation operator.
This algebraic equation can be rewritten in a more compact matrix form as




D00 · · · D0N

. . .
... Dij

...
. . .

DN0 · · · DNN








{uT (t+∆t)}0
...

{uT (t+∆t)}j
...

{uT (t+∆t)}N





=





{f (0)
...

{f (j)
...

{f (N)





(3.14)

where

D(ij) =
P∑

p=0

[Keq2]p〈αp ψi ψj〉 f (j) =
P∑

p=0

{Feq2}p〈αp ψj〉 (3.15)

Due to the orthogonality of the polynomials, most terms 〈αp ψn ψm〉 are zero. Indeed, we have

〈ψi ψj〉i6=j = 0 (3.16)

After resolution of algebraic system (3.14), the mean values and the variances of the dynamic
response are given by the following relationships

E[uT ] = {uT (t+∆t)}0 Var[uT ] =
N∑

n=1

(
{uT (t+∆t)}n

)2
ψ2j (3.17)
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4. Equations of motion

The equations of motion describing the dynamic behavior of our system (Fig. 1) are obtained
by applying Lagrange formulation, and are given by

mẍ1 + k
x
1x1 + sin(α)k(t)〈Lδ〉Q = 0

mÿ1 + k
y
1y1 + cos(α)k(t)〈Lδ〉Q = 0

mẍ2 + k
x
2x2 − sin(α)k(t)〈Lδ〉Q = 0

mÿ2 + k
y
2y2 − cos(α)k(t)〈Lδ〉Q = 0

Iθ̈(1,1) + k
θ
1(θ(1,1) − θ(1,2)) = Cm

Iθ̈(1,2) − kθ1(θ(1,1) − θ(1,2)) + rb(1,2)k(t)〈Lδ〉Q = 0
Iθ̈(2,1) − kθ2(θ(2,1) − θ(2,2))− rb(2,1)k(t)〈Lδ〉Q = 0
Iθ̈(2,2) + k

θ
2(θ(2,1) − θ(2,2)) = 0

(4.1)

where 〈Lδ〉 is defined by

〈Lδ〉 = [sin(α) − sin(α) cos(α) − cos(α) 0 rb(1,2) − rb(2,1) 0] (4.2)

(4.9) rb(1,2), r
b
(2,1) represent the base radius of gears, α is the pressure angle. Q(t) is the vector

of generalized coordinates

Q(t) = [x1 y1 x2 y2 θ(1,1) θ(1,2) θ(2,1) θ(2,2)]
T (4.3)

5. Numerical simulation

The technological and dimensional features of the one-stage gear system are summarized in
Table 1.

Table 1. System parameters

Material: 42CrMo4 ρ = 7860Kg/m3

Motor torque Cm = 200Nm

Bearing stiffness kxj = 10
7N/m, kyj = 10

7 N/m

Torsional stiffness of shaft kθj = 10
5Nm/rad

Number of teeth Z(12) = 40, Z(21) = 50

Module of teeth module= 4.10−3m

Contact ratio εα = 1.7341

The pressure angle α = 20◦

In this Section, numerical results are presented for the new formulations derived in Section 3.
The polynomial chaos results are compared with Monte Carlo findings for 100000 simulations.
The mass m and the moment of inertia I of the gears are supposed to be random variables

and defined as follows

m = m0 + σmξ I = I0 + σIξ

where ξ is the zero mean value Gaussian random variable, m0 and I0 are the mean values and
σm and σI are the associated standard deviations.
The mean value and standard deviation of the dynamic component of the linear displacement

of the first bearing in the two directions x and y have been calculated by the polynomial chaos
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approach. The obtained results are compared with those given from Monte Carlo simulations
for 100000 operations. The results are plotted in Figs. 3a, 4a, 5a and 6a for σm = σI = 2% and
in Figs. 3b, 4b, 5b and 6b for σm = σI = 5%.

These figures show that the obtained solutions oscillate around the Monte Carlo simulations
which are the reference solution. It can be seen that for a small standard deviation σm = σI = 2%,
the polynomial chaos solutions in the second order polynomial provide a very good accuracy
as compared with the Monte Carlo results. When the standard deviation increases, the error
increases.

Fig. 3. Mean value of x1(t) for (a) σm = σI = 2% and (b) σm = σI = 5%

Fig. 4. Standard deviation of x1(t) for (a) σm = σI = 2% and (b) σm = σI = 5%

The mean values of the dynamic component of the angular displacements θ(1,1) and θ(2,1)
are presented in Figs. 7a and 7b for σm = σI = 5%. The polynomial chaos results are compared
with the Monte Carlo simulations for 100000 operations. The dynamic response of the angular
displacement as predicted by polynomial chaos calculations matches exactly with that of the
Monte Carlo analysis. N = 8 has been used for the PC model, and it is seen to be enough to
capture the dynamic response of the angular displacement of our system.

The mean value and standard deviation of the dynamic component of the linear displace-
ment of the second bearing in the two directions x and y are presented in Figs. 8 and 9 for
σm = σI = 10%.
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Fig. 5. Mean value of y1(t) for (a) σm = σI = 2% and (b) σm = σI = 5%

Fig. 6. Standard deviation of y1(t) for (a) σm = σI = 2% and (b) σm = σI = 5%

Fig. 7. Mean value of (a) θ(1,1)(t) and (b) θ(2,1)(t) for σm = σI = 5%

The polynomial chaos results are compared with the Monte Carlo results for 100000 simu-
lations. It is evident from these figures that the case N = 2 clearly has not enough chaos terms
to represent the output. As N increases, the results seem to become better, and for N = 8, the
dynamic response of the linear displacement of the second bearing with polynomial chaos values
almost exactly match with the Monte Carlo simulation results.
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Fig. 8. (a) Mean value of x2(t) for σm = σI = 10%, (b) standard deviation of x2(t) for σm = σI = 10%

Fig. 9. (a) Mean value of y2(t) for σm = σI = 10%, (b) standard deviation of y2(t) for σm = σI = 10%

6. Conclusion

This paper has presents an approach to a one-stage gear system based on the polynomial chaos
method while explicitly considering the uncertainty in parameters of the gear. The main results
of the present study show that the polynomial chaos method may be an efficient tool to take
into account the dispersions of the gear parameters. An interesting perspective is to apply this
method to a system with higher degrees of freedom like an epicyclic gear system. Further work
in this context is in progress.
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Characteristics of the turbulent boundary and passive layers of an isothermal dry granu-
lar avalanche with incompressible grains are studied by the proposed zero-order turbulence
closure model. The first and second laws of thermodynamics are applied to derive the equ-
ilibrium closure relations satisfying turbulence realizability conditions, with the dynamic
responses postulated within a quasi-static theory. The established closure model is applied
to analyses of a gravity-driven stationary avalanche down an incline to illustrate the distri-
butions of the mean solid content, mean velocity, turbulent kinetic energy and dissipation
across the flow layer, and to show the influence of turbulent fluctuation on the mean flow
features compared with laminar flow solutions. In this paper, detailed thermodynamic ana-
lysis and equilibrium closure relations are summarized, with the dynamic responses, the
complete closure model and numerical simulations reported in the second part.

Keywords: closure model, dry granular avalanche, thermodynamics, turbulence

1. Introduction

Dry granular systems are collections of a large amount of dispersive solid particles with interstices
filled with a gas. When in motion, the interactions among the solid grains result from short-
-term instantaneous elastic and inelastic collisions and long-term enduring frictional contact
and sliding. They play a structural role in the macroscopic behavior, and are characterized
as the microstructural effect (Aranson and Tsimring, 2009; Ausloos et al., 2005; GDR MiDi,
2004; Mehta, 2007; Pöschel and Brilliantiv, 2013; Rao and Nott, 2008). Depending on dominant
microstructural grain-grain interactions, the quasi-static, dense and collisional flow states are
defined, by which the avalanche is classified as a flow with rapid speed (flow in collisional
state) (Pudasaini and Hutter, 2007; Pöschel and Brilliantiv, 2013; Rao and Nott, 2008). The
microstructural effect significantly depends on flow speed, leading to a dry granular avalanche
exhibiting distinct rheological characteristics (Oswald, 2009; Pudasaini and Hutter, 2007).
A dry granular flow experiences fluctuations on its macroscopic quantities, a phenomenon

similar to turbulent motion of Newtonian fluids in three perspectives: (i) it results from two-fold
grain-grain interactions, in contrast to that of Newtonian fluids induced by incoming flow in-
stability, instability in the transition region or flow geometry (Batchelor, 1993; Tsinober, 2009);
(ii) it emerges equally at slow speed in contrast to that of Newtonian fluids, which is dependent
significantly on flow velocity, characterized by the critical Reynolds number; and (iii) while tur-
bulent fluctuation induces most energy production with anisotropic eddies and energy dissipation
with fairly isotropic eddies at the scales similar to the integral and Kolmogorov length scales in
Newtonian fluids, respectively. Granular eddies at the inertia sub-range or Taylor microeddies
are barely recognized. These imply that a dry granular flow can be considered a rheological fluid
continuum with significant kinetic energy dissipation. Turbulent fluctuation induces energy ca-
scades from the stress power at the mean scale toward the thermal dissipation at the subsequent
length and time scales (Pudasaini and Hutter, 2007; Rao and Nott, 2008).
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Field observations suggest that turbulent intensity is responsible for the entrainment of
geophysical mass transportation, and a dry granular avalanche is conjectured to consist of two
distinct layers: a very thin turbulent boundary layer immediately above the base, and a relatively
thick passive layer above the former (Pudasaini and Hutter, 2007; Wang and Hutter, 2001). In
the turbulent boundary layer, the grains collide intensively one with another, resulting in reduced
base friction so that the avalanche can travel unexpected long distance. On the contrary, the
dominant grain-grain interaction in the passive layer is a long-term one, causing the grains to
behave as a lump solid.

To take into account the effect of turbulent fluctuation on mean flow features, a conventional
Reynolds-filter process is applied to decompose the variables into the mean and fluctuating
parts to obtain the balance equations of the mean fields with ergodic terms. They need be
prescribed as functions of the mean fields, known as the turbulent closure relations, to arrive at
a mathematically likely well-posed problem. By different prescriptions of the closure relations,
turbulence closure models of different orders can be established (Batchelor, 1993).

Studies on turbulent characteristics of dry granular systems are so far yet complete. Various
models for slow creeping and dense laminar flows (e.g. Faccanoni and Mangeney, 2013; Fang,
2009a, 2010; Jop, 2008; Jop et al., 2006; Kirchner, 2002) and for rapid laminar flows (e.g.
Campell, 2005; Dainel et al., 2007; Fang, 2008a, 2008b; Savage, 1993; Wang and Hutter, 1999)
haven been developed. The turbulent models by Ahmadi (1985), Ahmadi and Shahinpoor (1983)
and Ma and Ahmadi (1985) used Prandtl’s mixing length to account for the turbulent viscosity,
with applications to simple shear flows. Although the influence of velocity fluctuation on the
linear momentum balance was accounted for by Reynolds’ stress, the fluctuating kinetic energy
was not taken into account. Effort has been made to account for the fluctuating kinetic energy
by the granular temperature (e.g. Goldhrisch, 2008; Luca et al., 2004; Vescoci et al., 2013; Wang
and Hutter, 2001). Only the equilibrium closure relations were obtained; numerical simulations
of Benchmark problems compared with experimental outcomes were insufficient; the conjecture
of a two-layered avalanche remains unverified systematically.

Recently, the granular coldness, a similar concept to the granular temperature, has been
extended to account for the influence of weak turbulent fluctuation induced by two-fold grain-
-grain interactions (Fang, 2016a; Fang and Wu, 2014a). A kinematic equation was used to descri-
be the time evolution of the turbulent kinetic energy, with the turbulent dissipation considered a
closure relation or an independent field resulting respectively in zero- and first-order turbulence
closure models. While the mean porosity and velocity coincided to the experimental outcomes,
the turbulent dissipation was shown to be similar to that of conventional Newtonian fluids in
turbulent boundary layer flows. Although the first-order model was able to account for the in-
fluence of turbulent eddy evolution, the zero-order model was sufficient to capture the turbulent
kinetic energy and dissipation distributions (Fang and Wu, 2014b).

Thus, the goal of the study is to establish a zero-order closure model for isothermal dry
granular avalanches with incompressible grains. The first and second laws of thermodynamics,
specifically the Müller-Liu entropy principle, are used to derive the equilibrium closure relations
with the dynamic responses postulated within a quasi-static theory. The established model is
applied to analyses of a gravity-driven stationary avalanche down an incline, compared with
laminar flow solutions to illustrate the distributions of turbulent kinetic energy and dissipation
with their influence on the mean flow features, and to verify the characteristics of the turbulent
boundary and passive layers with their similarities to those of Newtonian fluids. The study is
divided into two parts. Analysis of the Müller-Liu entropy principle and derived equilibrium
closure relations are summarized in this paper, with the complete closure model and numerical
simulations reported in the second part (Fang, 2016b). The mean balance equations and tur-
bulent state space are given in Section 2, followed by the thermodynamic analysis in Section 3.
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The derived equilibrium closure relations are summarized in Section 4, with the work concluded
in Section 5.

2. Mean balance equations and turbulent state space

2.1. Mean balance equations

Following the balance equations for laminar motion and the Reynolds-filter process, the mean
balance equations for a turbulent flow are given by Batchelor (1993) and Fang (2009a, 2014a)1

0 = ˙̄γν̄ + γ̄ ˙̄ν + γ̄ν̄∇ · v̄ (2.1)

bf0 = γ̄ν̄ ˙̄v− div (̄t+R)− γ̄ν̄b̄ (2.2)

0 = t̄− t̄T 0 = R−RT 0 = Z̄− Z̄T (2.3)

0 = γ̄ν̄ ˙̄e− t̄ · D̄+∇ · (q̄+Q)− γ̄ν̄ε− γ̄ν̄r̄ − ℓh̄ · ∇ ˙̄ν + γ̄ν̄f̄ ℓ ˙̄ν − γ̄ν̄H (2.4)

0 = γ̄ν̄ ˙̄η +∇ · (φ̄+ φ′)− γ̄ν̄σ̄ − π̄ (2.5)

0 = γ̄ν̄ℓ¨̄ν −∇ · (h̄+H)− γ̄ν̄f̄ (2.6)

0 = ˚̄Z− Φ̄ (̊Z̄ ≡ ˙̄Z− [Ω̄, Z̄]) (2.7)

0 = γ̄ν̄k̇ −R · D̄−∇ ·K+ γ̄ν̄ε (2.8)

0 = γ̄ν̄ṡ− ℓH · ∇ ˙̄ν −∇ · L+ γ̄ν̄H (2.9)

with the ergodic terms,

0 = Rij + γ̄ν̄v
′

iv
′

j 0 = Hj − ℓRij
∂ν̄

∂xi
0 = φ

′

j − γ̄ν̄η′v
′

j

0 = Qj − γ̄ν̄e′v′j 0 = γ̄ν̄ε− t′ij
∂v
′

i

∂xj
0 =Mij − ℓh′iv

′

j

0 = γ̄ν̄k − 1
2
γ̄ν̄v

′

iv
′

j 0 = Kj − t′ijv
′

i −
1

2
Riij

0 = γ̄ν̄s+
1

2
ℓ2Rij

∂ν̄

∂xi

∂ν̄

∂xj
0 = γ̄ν̄H −Mij

∂2ν̄

∂xixj
− γ̄ν̄d

0 = Rijk + γ̄ν̄v
′

iv
′

jv
′

k 0 = γ̄ν̄d− ℓ
(
h
′

i

∂v
′

j

∂xi
− γ̄ν̄f ′v′j

)
∂ν̄

∂xj

0 = Lj −Mji
∂ν̄

∂xi
− 1
2
ℓ2Rijk

∂ν̄

∂xi

∂ν̄

∂xk

(2.10)

in which ν̄ is the mean volume fraction defined as the total mean solid content divided by
the volume of a representative volume element (RVE), and A · B ≡ tr (ABT) = tr (ATB),
[A,B] ≡ AB −BA for two arbitrary second-rank tensors A and B. Variables and parameters
arising in (2.1)-(2.10) are defined in Table 1, with KE and div abbreviations of kinetic energy
and divergence, respectively. Quantities in (2.10), with the others shown later, are classified as
closure relations.

Equations (2.1)-(2.5) are respectively the conventional mean balances of mass, linear mo-
mentum, angular momentum, internal energy and entropy for a fluid continuum in turbulent
motion with the symmetry of the mean Cauchy stress demanded and the mean density ρ̄ decom-
posed into ρ̄ = γ̄ν̄. This introduces ν̄, considered an internal variable, with its time evolution

1It is equally possible to conduct the study by using the Naghdi-Green approach with original Rey-
nolds’ treatment, see e.g. Bilicki and Badur (2003).
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Table 1. Variables and parameters in the mean balance equations

b̄ mean specific body force D̄ symmetric part of v̄ ⊗∇
ē mean specific internal energy f̄ mean production associated with ℓ ˙̄ν
h̄ mean flux associated with ℓ ˙̄ν H specific turbulent dissipation of γ̄ν̄s
H turbulent flux associated with ℓ ˙̄ν k specific turbulent KE
K flux associated with γ̄ν̄k ℓ constant internal length
L flux associated with γ̄ν̄s q̄ mean heat flux
Q turbulent heat flux r̄ mean specific energy supply
R Reynolds’ stress s specific turbulent configurational KE
T transpose t̄ mean Cauchy stress
v̄ mean velocity Z̄ mean internal friction
α arbitrary quantity ᾱ time-averaged value of α
α′ fluctuating value of α α̇ material derivative of α with respect to v̄
γ̄ mean true mass density of solid grains ε specific turbulent dissipation of γ̄ν̄k
η̄ mean specific entropy ν̄ mean volume fraction
π̄ mean entropy production σ̄ mean specific entropy supply
φ̄ mean entropy flux φ′ turbulent entropy flux
Ω̄ mean orthogonal rotation of RVE ∇ Nabla operator

described by the revised Goodman-Cowin model (2.6) for rapid flows (Fang, 2009a). It descri-
bes a self-equilibrated stress system, with constant internal length ℓ denoting the characteristic
length of the grains (Fang, 2008a, 2009a; Wang and Hutter, 1999). Since the grain arrangements
are assumed to be independent of motion of the granular body, variation in ℓ ˙̄ν provides extra
energies to the internal energy balance, as indicated by (−ℓh̄ · ∇ ˙̄ν + γ̄ν̄f̄ ℓ ˙̄ν) in (2.4).
To account for the rate-independent characteristics, an Euclidean frame-indifferent, symme-

tric second-rank tensor Z̄ is introduced as an internal variable for the mean internal frictional
and other non-conservative forces inside a granular microcontinuum (Svendsen and Hutter, 1999;

Svendsen et al., 1999), with ˚̄Z denoting the Zaremba-Jaumann corotational derivative of Z̄. It
is a phenomenological generalization of the Mohr-Coulomb model for a granular material at
low energy and high-grain volume fraction (see e.g. Fang, 2009b), with its time evolution de-
scribed kinematically by (2.7). The mean internal friction Z̄ with its time evolution (2.7) are
widely used for laminar and turbulent formulations (e.g. Fang, 2008a, 2009a, 2010; Fang and
Wu, 2014a; Kirchner, 2002) and provide the foundation of a dry granular heap at an equilibrium
state, when the grains are incompressible (Fang, 2009a).

Equation (2.8) is the evolution of the turbulent kinetic energy, γ̄ν̄k, derived by taking the
inner product of the velocity with the balance of linear momentum followed by the Reynolds-
-filter process. It is considered to account for the influence of the energy cascade in turbulent
flows (Batchelor, 1993; Pudasaini and Hutter, 2007; Rao and Nott, 2008). The turbulent kinetic
energy is generated by Reynolds’ stress through mean shearing at the mean scale, transferred
subsequently via the flux K at various length and time scales, and eventually dissipated at the
smallest scale (the Kolmogorov scale) by the turbulent dissipation, γ̄ν̄ε. Similarly, the fluctuation
of the characteristic velocity ℓν̇ in (2.6) also contributes an additional turbulent kinetic energy,
the turbulent configurational kinetic energy, γ̄ν̄s, with its time evolution kinematically described
by (2.9) with the flux L and turbulent configurational dissipation, γ̄ν̄H (Luca et al., 2004). Thus,
two turbulent kinetic energies appear: γ̄ν̄k for the turbulent fluctuation on the bulk material
velocity, and γ̄ν̄s for that on the characteristic velocity of the grain configuration. Two-fold
turbulent dissipations γ̄ν̄ε and γ̄ν̄H are considered closure relations, with their eventual thermal
effects indicated in (2.4). Since the time evolutions of Z̄, k and s are described by using kinematic
equations, their variations do not provide additional energy contributions in the internal energy
balance equation.
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2.2. Turbulent state space

With these, the quantities

P = {γ̄, ν̄, v̄, Z̄, ϑM , ϑT , ϑG}
C = {t̄,R, ē, q̄,Q, η̄,φT , h̄,H, f̄ , Φ̄, k, s,K,L, ε,H}

(2.11)

are introduced respectively as the primitive mean fields and closure relations, by which C should
be constructed based on the turbulent state space given by

Q = {ν0, ν̄, ˙̄ν,g1, γ̄,g2, ϑM ,g3, ϑT ,g4, ϑG,g5, D̄, Z̄} C = Ĉ(Q) (2.12)

with g1 ≡ ∇ν̄, g2 ≡ ∇γ̄, g3 ≡ ∇ϑM , g4 ≡ ∇ϑT , g5 ≡ ∇ϑG and φT ≡ φ̄ + φ′. In (2.11)1,
ϑM is the material coldness, which can be shown to be the inverse of an empirical material
temperature θM for simple materials (Hutter and Jöhnk, 2004). The turbulent kinetic energy is
expressed conventionally by the granular temperature θT (Goldhirsch, 2008; Vescovi et al., 2013;
Wang and Hutter, 2001) or alternatively by the granular coldness ϑT (Fang and Wu, 2014a; Luca
et al., 2004).2 In a similar manner, the turbulent configurational kinetic energy is expressed by
the granular configurational temperature θG, or alternatively by the granular configurational
coldness ϑG (Luca et al., 2004). Two-fold granular coldnesses are used as implicit indices of the
variations in γ̄ν̄k, γ̄ν̄s and their dissipations.

State space (2.12) is proposed based on Truesdell’s equi-presence principle and principle
of frame-indifference, with ν0 the value of ν̄ in the reference configuration, included due to
its influence on the behavior of flowing granular matter (Luca et al., 2004). The quantities
ν0, ν̄, ˙̄ν, g1, γ̄ and g2 are for the elastic effect, corresponding to ρ̄, ˙̄ρ and ∇ρ̄ for complex
rheological fluids; ϑM and g3 represent temperature-dependency of physical properties; ϑ

T and
g4 stand for influence of turbulent kinetic energy and dissipation; ϑ

G and g5 denote the effect
of turbulent configurational kinetic energy and dissipation; while D̄ and Z̄ are for viscous and
rate-independent effects, respectively. Since {t̄, q̄, h̄, Φ̄} are objective, and v′ (the fluctuating
velocity) is also objective, the quantities {R,Q,H,K,L} are equally objective, with which (2.3)
is fulfilled.

3. Thermodynamic analysis

3.1. Entropy inequality

Turbulence realizability conditions require that during a physically admissible process, the
second law of thermodynamics with a local form of non-negative entropy production, and all
balance equations should be satisfied simultaneously (Rung et al., 1999; Sadiki and Hutter,
2000). This can be achieved by considering the mean balance equations as the constraints of
inequality (2.5) via the method of Lagrange multipliers, viz.3

2The simple relation between θM and ϑM does not hold for θT and ϑT in dry granular systems.
Only the relation of ϑT = ϑ̂T (θT , θ̇T ) is understood, which holds equally for ϑG and θG. In addition,
the coldness idea is more physically meaningful when materials exhibit no memory effect. Since a dry
granular matter in rapid motion exhibits a relatively insignificant memory effect, the coldness is used as
the first approximation.
3We follow the Müller-Liu approach, from our own experience it can deliver more possible findings than

the classical Coleman-Noll approach for granular media thermodynamics. However, the classical Coleman-
-Noll approach is widely used to conduct thermodynamic analyses, see e.g. Cieszko (1996), Kubik (1986),
Schrefler et al. (2009), Sobieski (2009), Wilmański (1996).
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π̄ = γ̄ν̄ ˙̄η +∇ · φT − γ̄ν̄σ̄ − λγ̄( ˙̄γν̄ + γ̄ ˙̄ν + γ̄ν̄∇ · v̄)− λv̄ ·
(
γ̄ν̄ ˙̄v − div (̄t +R)− γ̄ν̄b̄

)

− λē
(
γ̄ν̄ ˙̄e− t̄ · D̄+∇ · (q̄+Q)− γ̄ν̄ε− γ̄ν̄r̄ − ℓh̄ · ∇ ˙̄ν + γ̄ν̄f̄ ℓ ˙̄ν − γ̄ν̄H

)

− λν̄
(
γ̄ν̄ℓ¨̄ν −∇ · (h̄+H)− γ̄ν̄f̄

)
− λZ̄ · ( ˙̄Z− [Ω, Z̄]− Φ̄)

− λk(γ̄ν̄k̇ −R · D̄−∇ ·K+ γ̄ν̄ε)− λs(γ̄ν̄ṡ− ℓH · ∇ ˙̄ν −∇ · L+ γ̄ν̄Ht)  0
(3.1)

with λγ̄ , λv̄, λē, λν̄ , λZ̄, λk and λs being the corresponding Lagrange multipliers. Since
{ϑ̇M , ϑ̇T , ϑ̇G} are not considered in (2.11)1, it is assumed that (Hutter and Jöhnk, 2004)

λē = ϑM λk = ϑT λs = ϑG

ϑMψT ≡ ϑM ē+ ϑTk + ϑGs− η̄
(3.2)

with ψT the specific turbulent Helmholtz free energy. Since material behavior is required to
be independent of external supplies, it follows (−γ̄ν̄σ̄ + γ̄ν̄λv̄ · b̄ + ϑM γ̄ν̄r̄) = 0, an equation
determining the mean entropy supply. Substituting (2.11)-(2.12) and (3.2) into (3.1) yields

π̄ = a ·X + b  0 (3.3)

with X = { ˙̄v, ¨̄ν, ˙̄γ, ϑ̇M , ϑ̇T , ϑ̇G, ġ2, ġ3, ġ4, ġ5, ˙̄D, ˙̄Z, Ω̄, ∇ν0, ∇ ˙̄ν, ∇g1, ∇g2, ∇g3, ∇g4, ∇g5,
∇D̄, ∇Z̄}, and ġ1 = ∇ ˙̄ν − g1∇v̄ has been used. Since the vector X is the set of time- and
space-independent variations of Q, and the vector a and scalar b are only functions of (2.12),
(3.3) is linear in X . Since X can take any values, it would be possible to violate (3.3) unless

a = 0 and b  0 (3.4)

Equation (3.4)1 leads to

ψT,α = 0 α ∈ { ˙̄ν,g2,g3,g4,g5, D̄} (3.5)

for the restrictions on ψT ; and

λv̄ = 0 λγ̄ = −γ̄ϑMψT,γ̄ λZ̄ = −γ̄ν̄ϑMψT
,Z̄

λZ̄Z̄ = Z̄λZ̄ λν̄ = −ϑMℓ−1ψT
, ˙̄ν

(3.6)

for the Lagrange multipliers, determined with the prescribed ψT ; and

ē = ψT + ϑMψT,ϑM k = ϑMψT,ϑT s = ϑMψT,ϑG (3.7)

for three specific energies; and

0 = φT,ν0 − ϑ
M (q̄+Q),ν0 + ϑ

TK,ν0 + ϑ
GL,ν̄0

0 = φT, ˙̄ν − ϑM (q̄+Q), ˙̄ν + ϑTK, ˙̄ν + ϑGL, ˙̄ν + ℓ(ϑM h̄+ ϑGH)− γ̄ν̄ϑMψT,g1
0 = φT,A − ϑM (q̄+Q),A + ϑTK,A + ϑGL,A
0 = sym

(
φT,g − ϑM (q̄+Q),g + ϑTK,g + ϑGL,g

)
(3.8)

with A ∈ {D̄, Z̄} and g ∈ {g1,g2,g3,g4,g5}. In obtaining (3.8), ψT 6= ψ̂T (·, ˙̄ν) has been
assumed, with which λν̄ vanishes. This is motivated by that ψT is influenced significantly by
the variations in ν̄, but not its time rate of change (Fang, 2009a; Kirchner, 2002; Luca et al.,



On the turbulent boundary layer of a dry granular avalanche... 1057

2004; Pudasaini and Hutter, 2007; Wang and Hutter, 1999) and justified for most dry granular
systems in the collisional state.
Equation (3.4)2 yields the residual entropy inequality, viz.

π̄ =
(
− γ̄ν̄ϑMψT,ν̄ + γ̄2ϑMψT,γ̄ − γ̄ν̄ϑM f̄ ℓ

)
˙̄ν +

∑

g

(
φT,g − ϑM (q̄+Q),g + ϑTK,g

+ ϑGL,g
)
· ∇g +

(
ϑM t̄+ ϑTR+ γ̄ν̄ϑMψT,g1 ⊗ g1 + γ̄

2ν̄ϑMψT,γ̄I
)
· D̄

+ γ̄ν̄
(
ε(ϑM − ϑT ) +H(ϑM − ϑG)− ϑMψT,Z̄ · Φ̄

)
 0

(3.9)

with ⊗ denoting the dyadic product; I the second-rank identity tensor; and g ∈ {ν̄, γ̄,
ϑM , ϑT , ϑG}.

3.2. Extra entropy flux

Define the extra entropy flux ξ, viz.

ξ ≡ φT − ϑM (q̄+Q) + ϑTK+ ϑGL (3.10)

Substituting (3.10) into (3.8)1 and (3.8)2,3, results respectively in

0 = ξ,ν0 0 = ξ,A 0 = sym(ξ,g) (3.11)

It follows from (2.12) and (3.11)1−2 that ξ = ξ̂(ν̄, ˙̄ν, γ̄, ϑ
M , ϑT , ϑG,g1−5). Integrating (3.11)3 one

by one, yields (Wang, 1970, 1971; Wang and Liu, 1980)

ξ = A1 · g1 +B1 · g2 +C1 · (g1 ⊗ g2) + d1 = A2 · g2 +B2 · g3 +C2 · (g2 ⊗ g3) + d2
= A3 · g3 +B3 · g4 +C3 · (g3 ⊗ g4) + d3
= A4 · g4 +B4 · g5 +C4 · (g4 ⊗ g5) + d4 = A5 · g1 +B5 · g5 +C5 · (g1 ⊗ g5) + d5

(3.12)

with {A1−5,B1−5} and C1−5 being respectively the second- and third-rank skew-symmetric
tensors, and d1−5 the isotropic vectors. Since ξ is an isotropic vector, it follows that 0 = A1−5 =
B1−5, and 0 = C1−5, because there are no isotropic second- and third-rank skew-symmetric
tensors. With these, equation (3.12) reduces to

ξ = ξ̂(ν̄, ˙̄ν, γ̄, ϑM , ϑT , ϑG) = 0 (3.13)

since there exist no isotropic vectors with only scalar arguments.
Equation (3.13) indicates that for rapid flows, the granular system as a whole and solid grains

are moving in a way that combined contributions of two-fold turbulent kinetic energy fluxes are
collinear with the entropy flux, a distinct result from that of dense flows (Fang and Wu, 2014a).
For in rapid flows, the short-term grain-grain interaction is dominant, causing the grains to
evolve in a more dispersive manner from the granular system. In dense flows, the long-term one
dominates, resulting in more orientated grain arrangement from the granular body. With ξ = 0,
equation (3.8)2 reduces to

ℓ(ϑM h̄+ ϑGH) = γ̄ν̄ϑMψT,g1 H = ℓRg1 (3.14)

With (3.5)-(3.7) and (3.13)-(3.14), equation (3.4)1 has been fully explored.
Residual entropy inequality (3.9) is recast, viz.

π̄ =
(
ϑM ν̄p̄I+ ϑM t̄+ ϑTR+ γ̄ν̄ϑMψT,g1 ⊗ g1

)
· D̄+ (q̄+Q) · g3

−K · g4 − L · g5 + ϑM(p̄ − β̄ − γ̄ν̄f̄ ℓ) ˙̄ν + π̄int  0
(3.15)
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with the internal dissipation π̄int

π̄int = γ̄ν̄ε(ϑ
M − ϑT ) + γ̄ν̄H(ϑM − ϑG)− γ̄ν̄ϑMψT,Z̄ · Φ̄ (3.16)

and the abbreviations

p̄ ≡ γ̄2ψT,γ̄ β̄ ≡ γ̄ν̄ψT,ν̄ (3.17)

known respectively as the turbulent thermodynamic pressure and turbulent configurational pres-
sure. They are extended versions of their counterparts in laminar flows (Fang, 2009a; Kirchner,
2002; Wang and Hutter, 1999).

4. Equilibrium closure relations

Thermodynamic equilibrium is defined to be a time-independent process with uniform vanishing
mean entropy production, viz. (Hutter and Wang, 2003)

π̄
∣∣∣
E
= 0 (4.1)

with the subscript E indicating that the indexed quantity is evaluated at thermodynamic equ-
ilibrium. In view of (2.12) and (3.15)-(3.16), equation (4.1) motivates the following equilibrium
and dynamic state spaces, viz.

Q
∣∣∣
E
≡ (ν0, ν̄, 0,g1, γ̄,g2, ϑM ,0, ϑT ,0, ϑG,0,0, Z̄)

QD ≡ ( ˙̄ν,g3,g4,g5, D̄)
(4.2)

with the superscript D denoting the dynamic state space. The dynamic variables ( ˙̄ν, g3, g4,

g5, D̄) should vanish at the equilibrium state, with QD
∣∣∣
E
= 0. In addition, under sufficient

smoothness, π̄ has to satisfy

π̄,a
∣∣∣
E
= 0 a ∈ QD (4.3)

and the Hessian matrix of π̄ with respect to QD at the thermodynamic equilibrium should be
positive semi-definite. Since the latter condition constrains the sign of the material parameters
in the closure relations, only equations (4.1) and (4.3) will be investigated.

First, applying (4.1) and (4.2)1 to (3.15) and (3.16), yields

0 = (ϑM − ϑT )γ̄ν̄ε
∣∣∣
E
+ (ϑM − ϑG)γ̄ν̄H

∣∣∣
E
− γ̄ν̄ϑMψT,Z̄ · Φ̄

∣∣∣
E

(4.4)

indicating that two-fold turbulent dissipations γ̄ν̄ε and γ̄ν̄H at the equilibrium state result from
the internal friction, a justified result. It can be fulfilled with the assumptions

0 = ε
∣∣∣
E

0 = H
∣∣∣
E

0 = Φ̄
∣∣∣
E

(4.5)

for all productions cease at the thermodynamic equilibrium state.
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Secondly, incorporating (4.2)2 and (4.3) into (3.15) and (3.16), results respectively in

0 = ϑM (p̄− β̄ − γ̄ν̄f̄
∣∣∣
E
ℓ) + (ϑM − ϑT )γ̄ν̄ε, ˙̄ν

∣∣∣
E
+ (ϑM − ϑG)γ̄ν̄H, ˙̄ν

∣∣∣
E

− γ̄ν̄ϑMψT,Z̄ · Φ̄, ˙̄ν
∣∣∣
E

0 = (q̄+Q)
∣∣∣
E
+ (ϑM − ϑT )γ̄ν̄ε,g3

∣∣∣
E
+ (ϑM − ϑG)γ̄ν̄H,g3

∣∣∣
E
− γ̄ν̄ϑMψT,Z̄ · Φ̄,g3

∣∣∣
E

0 = −K
∣∣∣
E
+ (ϑM − ϑT )γ̄ν̄ε,g4

∣∣∣
E
+ (ϑM − ϑG)γ̄ν̄H,g4

∣∣∣
E
− γ̄ν̄ϑMψT,Z̄ · Φ̄,g4

∣∣∣
E

0 = −L
∣∣∣
E
+ (ϑM − ϑT )γ̄ν̄ε,g5

∣∣∣
E
+ (ϑM − ϑG)γ̄ν̄H,g5

∣∣∣
E
− γ̄ν̄ϑMψT,Z̄ · Φ̄,g5

∣∣∣
E

0 = ϑM t̄
∣∣∣
E
+ ϑTR

∣∣∣
E
+ ν̄ϑM p̄I+ γ̄ν̄ϑMψT,g1 ⊗ g1 + (ϑ

M − ϑT )γ̄ν̄ε,D̄
∣∣∣
E

+ (ϑM − ϑG)γ̄ν̄H,D̄

∣∣∣
E
− γ̄ν̄ϑMψT,Z̄ · Φ̄,D̄

∣∣∣
E

(4.6)

While equation (4.6)1 indicates that the internal friction and two-fold turbulent dissipations
affect the evolution of ν̄ via two-fold pressures, justified in view of the microstructural grain-
grain interactions, it also yields an equilibrium expression for f̄ . Equation (4.6)2 delivers that
the equilibrium mean and turbulent heat fluxes are related to the internal friction and two-fold
turbulent dissipations, according to observations. It reduces to vanishing mean and turbulent
heat fluxes for isothermal flows. Equation (4.6)3 delivers an equilibrium expression for K in
terms of the internal friction and two-fold turbulent dissipations. Since turbulent dissipation is
(negative) production of γ̄ν̄k, (4.6)3 and (4.4) imply an energy cascade from the turbulent kinetic
energy flux toward turbulent dissipation through the effect of internal friction in the presence
of a non-uniform granular coldness gradient, a phenomenon similar to that of Newtonian fluids
in turbulent shear flows (Batchelor, 1993; Tsinober, 2009). A similar situation is also found
between L and γ̄ν̄H, as indicated by (4.6)4. Equations (4.6)3 and (4.6)4 also imply that K
and L are mutually influenced, a result already indicated by (3.13). Lastly, equation (4.6)5
yields an expression that should be satisfied by t̄|E and R|E in terms of the internal friction,
two-fold turbulent dissipations and the mean volume fraction gradient.

In the above, γ̄ν̄k and γ̄ν̄s are expressed respectively as functions of ϑT and ϑG; they are
determined once ψT is prescribed. Thus, equations (3.5), (3.7)2−3, (3.17), and (4.4)-(4.6) deliver
implicitly the equilibrium closure relations for h̄, H, f̄ , t̄, R, K, L, ε, H and Φ̄ in the context
of the zero-order turbulence closure model.

Remarks

1. The derived equilibrium closure relations apply for both compressible and incompressible
grains. For the incompressible grains, p̄ is no longer determined by (3.17)1, and should be
computed from the momentum equation.

2. Equation (4.5) is made based on observations of Newtonian fluids in turbulent motion, with
which equations (2.8) and (2.9) are automatically fulfilled, when K and L are assumed to
depend explicitly on g4 and g5, respectively.

3. In the second part, a hypoplastic model is used for Φ̄ with Φ̄ = ˆ̄Φ(ν̄, D̄, Z̄), with which
equation (4.5)3 is fulfilled, and equations (2.8) and (2.9) reduce to

0 = ∇ ·
(
(ϑM − ϑT )γ̄ν̄ε,g

∣∣∣
E
+ (ϑM − ϑG)γ̄ν̄H,g

∣∣∣
E

)
g = {g4,g5} (4.7)

additionally restrictions that should be fulfilled by ε|E and H|E.
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4. Equation (4.6)5, by using Truesdell’s equi-presence principle, is decomposed into

ϑM t̄
∣∣∣
E
= −ν̄ϑM p̄I− γ̄ν̄ϑMψT,g1 ⊗ g1 + γ̄ν̄ϑ

MψT,Z̄ · Φ̄,D̄
∣∣∣
E

ϑTR
∣∣∣
E
= −(ϑM − ϑT )γ̄ν̄ε,D̄

∣∣∣
E
− (ϑM − ϑG)γ̄ν̄H,D̄

∣∣∣
E

(4.8)

in which t̄
∣∣∣
E
is generated through the mean fields, with R|E mainly induced via the qu-

antities related to turbulent fluctuation (e.g. two-fold turbulent dissipations), a procedure
widely used for Newtonian fluids in turbulent flows. For laminar flows, equation (4.8)2
yields a vanishing R|E, while equation (4.8)1 delivers that a dry granular heap at the
equilibrium state can be accomplished either by the internal friction or a non-uniform
gradient of ν̄, coinciding with the previous works by Fang (2009a), Kirchner (2002), Wang
and Hutter (1999).

5. Concluding remarks

The Reynolds-filter process is used to decompose the variables into the mean and fluctuating
parts to obtain the balance equations of the mean fields. Two-fold granular coldnesses are in-
troduced as primitive fields to index the variations in the turbulent kinetic and turbulent confi-
gurational kinetic energies, with their dissipations considered closure relations. The Müller-Liu
entropy principle is investigated to derive the equilibrium closure relations.

Equations (3.13) and (4.6)3,4 demonstrate that the flux of the turbulent kinetic energy and
that of the turbulent configurational kinetic energy are mutually influenced. This implies that the
turbulent fluctuation of the granular system as a whole tends to drive the grains to arrange and
fluctuate in a way that their combined contributions provide the only deviation between the heat
and entropy fluxes. This is justified, since laboratory experiments and field observations suggest
that there exists a turbulent boundary layer immediately above the base, in which the grains
collide one with another vigorously, resulting in a dominant short-term grain-grain interaction.
On the other hand, this conclusion does not hold for dense flows with weak turbulent intensity,
for only the collinearity between the fluxes of the turbulent kinetic energy and evolution of the
mean volume fraction can be deduced.

The implementation of the closure model, and numerical simulation of an isothermal, isocho-
ric, gravity-driven stationary dry granular avalanche with incompressible grains down an incline,
compared with the laminar flow solutions are reported in the second part.
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